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(Matrikelnummer: 10854333)

Masterarbeit
Betreuer Prof. Dr. François Bry
Abgabe am 20. September 2022



2



Erklärung

Hiermit versichere ich, dass ich die vorliegende Arbeit selbständig verfasst habe und keine
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Abstract

Ethical review has become an integral part of research, especially in fields such as bio-
medicine and psychology. However, Institutional Review boards (IRBs) in the U.S. have, to
a large extent, been tailored to fields that tend to focus on human experimentation, whereas
fields like computer science have for a long time not been considered human subject re-
search. Today, areas of research like Artificial Intelligence increasingly influence society,
with related areas such as human computation-based citizen science raising entirely new
ethical questions. So far, there do not exist sufficient established review and control mech-
anisms well-suited to these new ethical issues. Building on this need and on challenges
presented by current IRB processes in general, this work discusses the question of how
ethical review can be improved with respect to suitability, adaptivity, equity and efficiency.
Focusing on the example of ethical review for human computation-based citizen science
projects, it introduces, specifies and validates a new approach to ethical review in the form
of CAER, a concrete design of a Collaborative and Adaptive Ethical Review system. CAER
is presented with regards to the concrete personas and their needs that inform its design,
a derivation of its core qualitative and technical characteristics, as well as a technical spec-
ification of key parts of the system. CAER goes beyond existing ethical review systems in
allowing for dynamic and collaborative adaptation to the specific ethical considerations of
different research fields, and improves the review process through semi-automatic evalua-
tion of projects based on a rule engine and the adaptive ethical guidelines. This interplay
of collaborative rule management by trustees and project representatives together with the
semi-automated evaluation of submissions is itself a human computation system. By keep-
ing humans in-the-loop during automated evaluation while at the same time continuously
refining the underlying rule engine, the platform keeps adapting and improving. These
two core design aspects (collaborative guideline management and automated review) of
CAER are validated via user testing on proof-of-concept prototypes. In addition, insights
from interviews with two IRB experts, regarding challenges around the IRB process and
aspects of CAER’s design, are presented. The results of the evaluation show that using
CAER, the ethical review process can be more efficient than established procedures and
that its adaptive design makes CAER potentially more suitable for various domains and
research fields than existing systems. Furthermore, the testing of the prototypes suggests
that no expert knowledge is required for using CAER, suggesting it may make the ethical
review process more accessible while increasing its transparency. To fully explore the util-
ity of CAER and to refine its new functionalities, further research and testing is required.
Nevertheless, this work aims to lay the foundation for rethinking IRB processes and intro-
ducing a new collaborative and adaptive approach to ethical review.
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Zusammenfassung

Die ethische Prüfung ist zu einem festen Bestandteil der Forschung geworden, insbeson-
dere in Bereichen wie Biomedizin und Psychologie. Ethikkommissionen in den USA wur-
den jedoch weitgehend auf Bereiche zugeschnitten, die sich auf Experimente am Men-
schen konzentrieren, während Bereiche wie die Informatik lange Zeit nicht als Forschung
am Menschen galten. Heute beeinflussen Forschungsbereiche wie die künstliche Intelli-
genz die Gesellschaft in zunehmendem Maße, wobei verwandte Bereiche wie auf Human
Computation basierende Citizen Science völlig neue ethische Fragen aufwerfen. Bislang
gibt es nicht genügend etablierte Prüf- und Kontrollmechanismen, die für diese neuen
ethischen Fragen geeignet sind. Ausgehend von diesem Bedarf und den Herausforderun-
gen, die die derzeitigen ethischen Prüfverfahren im Allgemeinen mit sich bringen, wird
in dieser Arbeit die Frage erörtert, wie die ethische Prüfung im Hinblick auf Eignung,
Anpassungsfähigkeit, Gerechtigkeit und Effizienz verbessert werden kann. Am Beispiel
der ethischen Prüfung von Human Computation basierten Citizen Science Projekten wird
ein neuer Ansatz für die ethische Prüfung in Form von CAER, einem konkreten Design
eines kollaborativen und anpassungsfähigen ethischen Prüfsystem eingeführt, spezifiziert
und validiert. CAER wird im Hinblick auf die konkreten Personas und ihre Bedürfnisse,
die das Design bestimmen, seiner davon abgeleiteten qualitativen und technischen Kern-
merkmale sowie der technischen Spezifikation der Schlüsselteile des Systems vorgestellt.
CAER geht über bestehende ethische Prüfsysteme hinaus, indem es eine dynamische und
kollaborative Anpassung an die spezifischen ethischen Notwendigkeiten verschiedener
Forschungsbereiche ermöglicht und den Begutachtungsprozess durch eine semi-automati-
sierte Bewertung von Projekten auf der Grundlage einer rule engine und der adaptiven
ethischen Richtlinien verbessert. Dieses Zusammenspiel von kollaborativem Regelman-
agement durch Prüfer:innen und Projektvertreter:innen zusammen mit der semi-automati-
sierten Bewertung von Einreichungen ist selbst ein Human Computation System. Dadurch,
dass der Mensch bei der automatisierten Bewertung im Spiel bleibt und gleichzeitig die zu-
grunde liegende rule engine kontinuierlich verfeinert wird, passt sich die Plattform ständig
an und verbessert sich. Diese beiden zentralen Designaspekte (kollaboratives Richtlin-
ienmanagement und automatisierte Prüfung) von CAER werden durch User Testing an
Proof-of-Concept-Prototypen validiert. Darüber hinaus werden Erkenntnisse aus Inter-
views mit zwei Expert:innen zu Herausforderungen im Zusammenhang mit dem ethischen
Prüfverfahren und Aspekten des CAER-Designs präsentiert. Die Ergebnisse der Evaluier-
ung zeigen, dass der ethische Prüfprozess mit CAER effizienter sein kann als mit etablierten
Verfahren und dass CAER aufgrund seines adaptiven Designs potenziell besser für ver-
schiedene Bereiche und Forschungsfelder geeignet ist als bestehende Systeme. Darüber
hinaus legen die Tests der Prototypen nahe, dass für die Nutzung von CAER kein Ex-
pert:innenwissen erforderlich ist, was darauf hindeutet, dass CAER die ethische Prüfung
zugänglicher machen und ihre Transparenz erhöhen kann. Um den Nutzen von CAER
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vollständig zu erforschen und seine neuen Funktionen zu verfeinern, sind weitere Forschun-
gen und Tests erforderlich. Nichtsdestotrotz zielt diese Arbeit darauf ab, die Grundlage für
ein Umdenken der ethischen Prüfverfahren und die Einführung eines neuen kollaborativen
und adaptiven Ansatzes für die ethische Prüfung zu schaffen.
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CHAPTER 1

Introduction

1.1 Motivation and problem statement

For research to be ethical, scientific integrity and responsibility form the basic principles
of good research practice. It is the duty of every individual researcher to commit to these
principles and to conform to them in their everyday scientific practice [1]. Additionally,
ethical review of research projects has become an integral part of research at universities,
especially in fields such as bio-medicine and psychology to ensure that research projects
and experiments do not harm human subjects and adhere to ethical guidelines. In the U.S.,
ethical review boards, or Institutional Review boards (IRBs), have been established for this
purpose. Their ethical standards originated in the Nuremberg Code [2, p. 1331] and the
Belmont Report from 1974 [3], as a reaction to severe ethical violations in research. These
review boards have to a large extent been specifically tailored to fields that tend to focus
on human experimentation [4, p. 115]. In contrast, fields like computer science and statis-
tics had previously not been considered human subjects research [4, p. 115], but with the
increasing influence of Artificial Intelligence (AI) on society and greater scrutiny from the
social sciences, this is no longer sustainable.

This development has become particularly relevant to the branch of AI-research known
as Human Computation (HC), which involves human participants as computational ele-
ments of larger systems. HC sets out to address problems which can not be solved by
either humans or computers alone. The approach of HC has been especially successful,
among others, in the field of citizen science (CS), for instance in projects such as Stall Catch-
ers, where participants analyze Alzheimer’s disease research data, or Foldit, where humans
play a game to design proteins. This involvement of human participants is the reason that
these CS projects require IRB approval, even though it is not always obvious whether these
participants are in fact human subjects (as opposed to, for example, being researchers them-
selves [5], [6]). This new form of doing science also challenges current ethical standards of
IRB review, such as the return of results, data openness versus data protection [7], data
ownership and intellectual property [8].

Currently, there do not exist sufficient established review and control mechanisms cus-
tomized to these new ethical questions and issues resulting from human involvement in
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2 CHAPTER 1. INTRODUCTION

distributed thinking systems. Instead, HC-based CS projects are evaluated by the same
boards responsible for biomedical and psychological research studies. This leads to cer-
tain problems: First, the ethical standards of existing IRB processes do not suit the specific
needs of HC-based CS projects. Second, and this problem applies to the IRB process in gen-
eral, accepted moral values and ethical standards generally change over time and given the
advancement in AI research continuously introducing new forms of hybrid systems, new
ethical questions may always arise. The ethical standards of today’s classical IRB processes,
however, haven’t been updated since their introduction and therefore may often “not align
well with emerging practices and technologies” [9, p. 165]. Third, human subjects—in this
case citizen scientists—generally have no direct representation on the review boards them-
selves. Given that it is not clear yet which ethical issues are most important to consider in
the field of HC and CS to protect the human participants, this is not sustainable. Lastly,
and this—as will be described in more detail in chapter 4—also applies to the current IRB
process in general, IRB review processes lack efficiency. Completed reviews are usually
stored away and cannot be reused. If new projects with the same ethical issues apply for
IRB approval, human IRB reviewers have to reevaluate all questionable cases from scratch,
which is not only time-intensive but which also makes it even more difficult to establish
consistent evaluations for new fields like HC.

1.1.1 Goals of this research

To contribute to the solution of these problems, this thesis introduces and discusses a new
approach to ethical review with the example of HC-based CS projects, though the approach
could easily be expanded and applied to many established and emerging research fields.
The envisioned approach is presented as a concrete conceptual design of a collaborative
and adaptive ethical review system (CAER System).

To be more precise, starting from the outlined problems with classical IRB reviews, the
research question guiding this work is: How can we build a CAER System improving
ethical review of HC-based CS projects with respect to the following aspects:

• 1) Suitability (regarding the specific needs and requirements of the reviewed project’s
research fields),

• 2) Adaptivity (regarding changing needs of the projects’ stakeholders and knowledge
gained from experiences in the fields over time as well as to respond to emerging
technologies),

• 3) Equity (regarding representation and engagement of all stakeholder groups), and

• 4) Efficiency (regarding the order of review questions according to their impact on
the review result and suitability for the project’s field as well as the avoidance of
redundancies).

The proposition underlying this work is that HC itself can help us realize such a system by
leveraging the efficiency offered by computational methods while simultaneously relying
on humans in the loop to ultimately control the evolution of the system and the ethical
norms and standards represented within it. This is discussed in detail in section 1.3.

To answer the research question and to evaluate the suggested approach, this thesis is
organized as follows. In the remaining sections of this introduction, the scope and rele-
vance of the topic is discussed before providing essential definitions and some background
information on the terms ethical review, CS, HC, and HC-based CS. Then, in section 1.3,
an argument for why HC itself represents a valuable approach to enable collaborative and
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adaptive ethical review is presented. In the next chapter 2, related work on review systems
used for ethical review and research on improving ethical review in the U.S. is presented
and existing software systems for ethical review and (collaborative) review systems as well
as other related systems like Wikis and form-builder software, which provide helpful start-
ing points, is discussed. To lay the ground for ethical review, the following chapters 3 and
4 then discuss current ethical review processes and their challenges. In chapter 5, the envi-
sioned CAER platform is introduced, with a focus on the functional system requirements
and technical specification. Chapter 6 presents an evaluation of the new CAER system
based on both qualitative interviews with IRB experts and user testing of two proof-of-
concepts prototypes implementing two of the core features of this new collaborative and
adaptive ethical review process. Finally, chapter 7 discusses the broader (societal) impact
of this new approach, its limitations and future work before the content of this thesis is
summarized in the conclusion.

1.1.2 Scope and relevance of an ethical review process for human com-
putation-based citizen science projects

This section frames the scope and relevance of ethical review forHC-based CS projects.

Despite the best intentions of researchers to not harm human subjects in their studies
and to conduct ethically justifiable research, unintended impacts may always occur espe-
cially in new and emerging fields, where the needs of all stakeholders and norms and val-
ues may not yet have been fully established or sufficiently discussed. Ethical review helps
to avoid such unintended consequences and ensures that research is conducted according
to the current ethical guidelines, laws, and regulations.

Ethical review in the U.S. today is required for most research projects receiving fund-
ing for example by state funding agencies or for publishing results in specific journals.
Although this is currently not the case in all countries, a trend in this direction can be ob-
served that also makes ethical review of HC and CS projects also more relevant not only
from an ethical but also from a formal perspective.

Finally, ethical review builds on a deep understanding of the field, the needs, norms,
and values of the stakeholders, especially of the human subjects involved in a certain re-
search project. For the field of HC-based CS, however, there do not exist established ethical
guidelines like in biomedical research.1 Since human HC-based CS also raises new ethical
issues like the return of results or questions of exploitation [8], existing ethical guidelines
do not fit the specific needs of this field. Nevertheless, these guidelines tailored to (for
example) biomedical research are currently being used to evaluate HC-based CS projects.
Thereby, ethical issues might remain unaddressed in the evaluation because of a lack of
knowledge about the specifics of the type of research being conducted, while other issues
may unnecessarily take up valuable time during evaluation, despite not being relevant to
the research at hand. These challenges with the current ethical review system and IRBs in
the U.S. are discussed in detail in chapter 4.

The establishment of ethical guidelines for the field of HC-based CS, as well as the
development of a process to allow for the continued re-evaluation and evolution of such
guidelines, are therefore essential for ethical review in general. More specifically within the
scope of this work, these undertakings are vital to ensuring that research studies inviting

1Researchers such as David Resnik et al. [8] have therefore called for the development of guidelines for CS.
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citizen scientists to participate in-the-loop in HC systems will not harm the subjects or par-
ticipants involved and will align with the norms and values of the stakeholders involved.

1.2 Definitions and background

To provide the basic concepts for this work, this section introduces and defines ethical re-
view, CS, HC, and, representing the intersection of the latter two, HC-based CS. Each term
is introduced with a concise definition followed by more detailed background information
which are necessary to understand the specifics of ethical review with the example case of
HC-based CS.

1.2.1 Ethical review

Ethical review describes the evaluation and oversight of research studies by ethical review
boards, also called independent ethics committee, research ethics board, or Institutional
Review Boards (IRB) in the U.S. Ethical review ensures that research is conducted accord-
ing to established ethical guidelines, regulations, and laws in order to protect the rights and
well-being of human subjects as well as the integrity of the research process (see for exam-
ple [10], [11], [12]). Most ethical reviews focus on research with human participants (see for
example [13]). In contrast to, for instance, peer review, ethical review can, but in general
does not, include scientific review. This means that ethical review boards can question the
design and methodology of a study but usually only do so in the vein of ethics review [12,
p. 4].

“Morality” and “ethics” commonly refer to the distinction between “good” and “bad”
or between “right” and “wrong”. In everyday life, norms of conduct guide and differenti-
ate appropriate from inappropriate behavior [14]. Morals and ethics are sometimes being
used synonymously but for the purpose of this work and following previous work [15] that
builds on the understanding of the German philosopher Dietmar Hübner [16] of Ethics as a
branch of philosophy, “Ethics” is seen as reflection of morality. Morality then consequently
refers to systems of norms that may differ depending on their context such as different
cultures or political currents [16]. These systems of norms have to be considered when
deciding if a given moral abides to the common understanding of right or good behavior.
Moreover, in most societies these norms exist besides legal rules and laws. This also allows
to better understand the difference between ethical guidelines and morality and laws. The
bioethicist David Resnik explains that “ethical norms tend to be broader and more informal
than laws. Although most societies use laws to enforce widely accepted moral standards
and ethical and legal rules use similar concepts, ethics and law are not the same. An ac-
tion may be legal but unethical or illegal but ethical. We can also use ethical concepts and
principles to criticize, evaluate, propose, or interpret laws.” [14] The distinction between
ethics and morals will be used to distinguish between norms and values in a given field
such as HC-based CS and ethical guidelines that build on morality and are used to evalu-
ate projects in the review process.

Besides education of researchers in the responsible conduct of research (RCR), which
has become mandatory in almost all academic institutions in the United States [14], ethical
review of research projects has become an integral part of many research fields at univer-
sities to ensure that research projects and experiments do not harm human subjects. These
institutional or ethical review boards oftentimes have been tailored to specific fields with a
focus on biomedical and psychological research and experimentation [4, p. 115].
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Whereas ethical review of research projects is a global topic, the regulations vary from
country to country, sometimes even locally. This thesis focuses on ethical review in the
United States, although a certain degree of transferability to other national contexts is
given.

1.2.2 Citizen science

“Citizen science” is generally understood as the “active engagement of the general public
in scientific research tasks” [17, p. 1] with the aim of creating new knowledge [17, p. 22].
This minimal but widely accepted definition of CS excludes for example the participation
in clinical trials or mere surveys in which participants do not play an active part in the
study [18, p. 107]. However, besides this minimal understanding, there have been numer-
ous attempts to define the term “citizen science”. Different countries, but also individual
organizations, hold their own definitions (for a list of different definitions see [19]). The
analysis of definitions of CS conducted by [17] shows that most of these definitions remain
vague and that the term itself is subject of debate. Other concepts that are often discussed
under the umbrella of “citizen science” are for example “Open Science”2 or “open innova-
tion” [20, p. 2].

Although the term CS as it is understood today only emerged at the end of the 20th
century, CS had already been practiced for centuries [20]. For example, we could refer to
Charles Darwin as citizen scientist since he accompanied Captain Robert FitzRoy on the
Beagle not as a professional naturalist but as an unpaid companion [21]. Another early
example of CS before it received its own term and which is still practiced today is the
Christmas Bird Count dating back to 1900 [22].

However, CS has especially seen a significant upswing and increase in participation
over the last approximately 20 years, making it a “global movement” [20, p. vii]. This
is due to, among other reasons, the spread of the internet which made it a lot easier for
CS projects to reach a broad public, and for citizen scientists to learn about and engage in
projects even from their computer at home. Over the last two and a half years, the growth
of CS has further accelerated during the COVID-19 pandemic, which led to an increase in
CS participation especially in projects dedicated to research relating to the coronavirus. For
example, the CS project Folding@home experienced an increase of more than 970,000 active
devices within less than three months in 2020 [23]

The engagement of citizens can take many different forms and vary from local to na-
tional or even international contexts and from short-term to long-term engagements [20].
For example, participants can either spend their own time to actively engage in CS projects
or they can contribute in a passive way by providing their computing resources to projects
such as Rosetta@home or climateprediction.net. The latter form of engagement is also known
as volunteered computing [18] or voluntary distributed computing [24]. [18] has suggested
a classification of participation and engagement in CS projects with four different levels: 1)
“Crowdsourcing” following Jeff Howe [25] which includes volunteered computing and
the engagement of “citizens as sensors” contributing data; 2) “Distributed Intelligence”
in which participants contribute their cognitive ability to, for example, collect or analyze
data, and carry out “a simple interpretation activity” [18, p. 117]. 3) “Participatory science”
in which participants engage in the definition of the research problem and data collection
method and also actively engage in the analysis with the assistance of institutionalized

2Here, CS is considered to be part of a larger “Open Science” framework of science. “Open Science” further
includes approaches such open-access publications and accessibility of data [20, p. 8]
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scientists. This form of participant is particularly significant in community science3. 4)
“Extreme Citizen Science” which describes “completely integrated activit[ies]” [18, p. 117]
in which participants together with professional scientists decide on research questions,
methods, and the participants involvement. “Extreme Citizen Science” enables bottom-up
approaches and creates the possibility for scientific projects entirely run by citizen scien-
tists. [18] notes that these levels are not exclusive and some CS projects may include differ-
ent levels of engagement for, for example, new and experienced citizen scientists. Overall,
level 1 and 2 where professional scientists search for the help of citizen scientists to com-
plete specific research tasks such as data collection or data analysis are particularly popular
today.

CS is conceded to have the potential to not only “expand stakeholder participation and
introduce new perspectives and information as well as new partnerships” [20, p. 2] but also
to overcome the divide between science and society by opening up to the broader public to
engage with but also learn about scientific projects [27]. At the same time, CS opens new
perspectives for professional scientists and creates possibilities to communicate and share
their research with the public and to increase its significance and impact on society [20].
Despite the great potential of CS, however, it also poses certain challenges, some of which
have not previously been encountered in scientific knowledge production. For example,
on the one hand and from the professional scientist’s point of view, CS requires new ways
of science communication (see different contributions in [20]) and requires new methods
for quality insurance and validation. On the other hand, CS includes for example the risk
of exploiting the volunteer participation by outsourcing usually paid tasks to volunteers
without proper reimbursement.

In an attempt to provide a basis for “good” CS, [28] introduced the “10 Principles of Cit-
izen Science” [28, p. 40]. These principles have since been widely accepted as “a common
set of core principles” of CS across various disciplines and application fields. The princi-
ples emerged out of a working group of the European Citizen Science Association (ECSA)
to underpin good practice in CS and the design of “responsible and impactful” [28, p. 28]
projects. For the full list see [28, p. 29f.]. These principles—which refer to, among others,
the mutual benefit of CS projects for both the professional scientists and citizen scientists,
the scientific outcome of projects and to the different stages of projects, citizen scientists
can participate in—form a good starting point for the development and evaluation of CS
projects. However, these principles are guidelines on a rather high level of abstraction,
leaving room for interpretation and consequently the need for ethical review systems that
take into account the specifics and needs of CS stakeholders.

1.2.3 Human computation

HC describes an emerging research sub-field of AI which aims at “combining both the
skills of humans and of machines [to] result in a higher problem solving competence both
in quantity and quality.” [29, p. 1]. Despite huge advances in AI in recent years there re-
main many tasks that humans can perform better than machines ranging from perceptual
tasks such as visual image recognition to complex cognitive tasks such as heuristic prob-
lem solving [30, p. 2f.], [29, p. 1]. HC addresses precisely those problems that go beyond
today’s AI capabilities.

3Following [26] community science can be defined as “scientific research and monitoring, based on scientific
modes of inquiry, which are (i) community-driven and community-controlled, (ii) characterized by place-based
knowledge and social learning, collective action and empowerment, and (iii) with the normative aim to negotiate,
improve and/or transform governance for stewardship and social-ecological sustainability.” [26, p. 77]
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The term “human computation” in its current understanding goes back to Luis von
Ahn’s doctoral thesis at Carnegie Mellon University in Pittsburgh, PA in 2005 [31]. In his
thesis, von Ahn defined HC as “a paradigm for utilizing human processing power to solve
problems that computers cannot yet solve.” ([31] quoted in [32, p. 2]). HC is also known
as “in-the-loop-computing” since humans take over computational tasks which include
“the full spectrum of processes that might be applied to the transformation, synthesis, and
interpretation of data” [33, p. 460] and can range from simple classification tasks to com-
plex problem solving tasks such as protein structure design in the CS game Foldit. Hence,
with HC, human cognition is being exploited within distributed information-processing
networks [33, p. 459]. The contribution can be provided both consciously, as in the field
of crowd-working or CS, or implicitly, as in the example of Google Maps [34, p. 2]. HC
applications can, for example, take the form of so-called games with a purpose which “specif-
ically target online gamers who generate useful data (e.g., image tags) while playing an
enjoyable game” [30, p. xv] or identity verification mechanisms in which “users perform
computation in order to gain access to some online content” [30, p. xv]. Bogner et al.[34]
use the term “dual-purpose Human Computation systems” [34, p. 4] to describe HC sys-
tems which include two purposes: One purpose that motivates users to contribute and the
“second purpose for which the systems take and process this information” [34, p. 4].

For an even more accurate understanding of HC, it is helpful to explain what it is not,
and to distinguish HC from terms such as social computing and crowdsourcing, which of-
tentimes play important roles in HC applications and do have overlap with HC, but are not
the same even if these terms are sometimes used synonymously in the broader discourse.

Quinn and Bederson [32] provide a thorough overview of HC and its differences to
collective intelligence, social computing, and crowdsourcing. Here, I would like to only
briefly mention those distinctions important for this work. In HC systems, users perform
predefined computations to solve computational problems [30, p. 4]. HC can therefore
include crowdsourcing, but is not synonymous with crowdsourcing which “replaces tradi-
tional human workers with members of the public“ [32, p. 3] and not, as in the case of HC,
“computers with humans” [32, p. 3]. For this reason, Law and von Ahn consider crowd-
sourcing as “a method or a tool that human computation systems can use to distribute
tasks through an open call.” [30, p. 4f.]. But, HC is not dependent on crowdsourcing and
even not on a crowd or group of humans in general [30, p. 5] which is also why HC is not
synonymous with collective intelligence [32, p. 4].

HC is also not synonymous with social computing, which is a widely defined term that
encompasses a full range of social behavior and computer technology [30, p. 5]. Examples
for social computing are blogs or wikis. The major difference between these systems and
HC systems, according to Quinn and Bederson [32], is that “the purpose is not usually
to perform a computation” [32, p. 3]. As in online discussions or “creative projects [. . . ]
the initiative and flow of activity are directed primarily by the participants’ inspiration, as
opposed to a predetermined plan designed to solve a computational problem.” [32, p. 2].
The distinctions between these terms are not always uncontroversial4 and remain open to
interpretation especially with the development of new forms of HC systems which might
question our current understandings of these terms.

4See for example [32] on the classification of Wikipedia.
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1.2.4 Human computation-based citizen science

In the previous subsections, CS and HC have been treated as independent fields. However,
CS has also been defined as a subsection of HC [29] or an application of it [33]. In this
thesis, they have been treated individually first to provide a general overview of HC and
CS and their broad application fields and to point to their different histories of origin. As
should have become clear, CS approaches can also work without any computational com-
ponents and hence without HC, and HC can also exist in other application domains that
do not contribute to scientific research but follow other goals such as identity verification
tasks. However, it is precisely the intersection of HC and CS where the combination of
humans and computers has shown to be especially fruitful in terms of scientific knowledge
production. For example, the HC-based CS project Foldit has already achieved successes
in designing new proteins [35], hundreds of thousands galaxies have been classified with
Galaxy Zoo [36], and Stall Catchers is advancing Alzheimer’s disease research [37] [38]. One
of the key strengths of HC-based CS according to Lintott and Reed [39] is that “[t]he will-
ingness of large crowds of volunteers to give their time to projects that offer the premise
of an authentic contribution to science, and the projects themselves are forming a critical
piece of the response to the growing challenge of big data facing researchers in fields from
astronomy to zoology.” [39, p. 153] They offer solutions to the problem of handling vast
amounts of research data that can be collected today but for which there do not exist com-
putational solutions for their analysis. Moreover, HC-based CS allows for new creative so-
lutions and/or serendipitous observations in the analysis of data, for example, in the case
of Foldit, in the creation of new proteins which go beyond classical scientific approaches
[39, p. 155]. Because of the described potential and proven successes of HC-based CS, the
number and diversity of projects has increased significantly over the last 10 to 15 years [39,
p. 161]. Since such projects are oftentimes developed at universities or are funded by state
agencies, they fall under the scope of ethical review requirements. Here, they raise new
questions regarding the roles of participants and challenge established ethical principles as
is described in chapter 4. HC-based CS therefore presents a highly interesting example for
the analysis of current ethical review processes in the U.S. and the development of a new
collaborative and adaptive ethical review process.

1.3 Harnessing human computation to enable collaborative
and adaptive ethical review

The proposition underlying this work is that HC itself enables a solution to the problem
of ethical review of HC-based CS projects and beyond. Several reasons support this the-
sis and show how HC can contribute to solving the problem of ethical review of this (and
other) field(s) to make the review process more collaborative, adaptive and suitable, equal,
and efficient. Here, I would like to focus on four reasons in particular.
First, HC has proven to reduce computational time and to increase efficiency. For example,
human contributions can strongly reduce the search space and hence the search time for
computers [30, p. 11].
Second, HC can not only be more efficient than purely computation solutions, but also
more effective. Michelucci [33], for instance, shows how HC increases effectiveness via
coordinated action with the examples of WikiProject and Swarm theory. Wikiproject co-
ordinates “the online activities of Wikipedia contributors by leveraging the availability of
user activity information” [33]) and thereby decreases duplicate efforts. Based on swarm
theory, Michelucci argues that “the opportunity for centralized coordination afforded by
mediating technology could be used to share locally relevant information with individual
actors to improve their efficacy, and also to implement more complex activities.” [33, p.
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14].
Third, ethical review is a collaborative effort and, as [40] states, IRBs “are more than the
sum of their parts” [40, p. 22]. Different work has shown how a HC-based approach can be
utilized for addressing collaborative challenges (see for example [41], [42]).
Finally, and this seems to be the most important reason for the development of a collabo-
rative and adaptive system for ethical review, HC ensures human control as humans retain
ultimate decision-making power. In comparison, purely computational AI systems that
rely solely on machine learning for example—despite increased efforts towards explain-
able AI—most often lack transparency and interpretability of decisions reached and the
underlying model. In HC systems, humans “drive the societally-relevant decisions and
behaviors of the system.” [7, p. 11]. Bowser et al. [7] aptly describe this advantage of HC:
“The conscientious development of AI systems that carefully considers the coevolution of
humans and technology in hybrid thinking systems will help ensure that humans remain
ultimately in control, individual or collectively, as systems achieve superhuman capabili-
ties.” [7, p. 11]
In this work, HC is presented as a viable approach to ensure that humans remain in the
loop and that different stakeholders can contribute on an equal basis. For these reasons,
this work builds on HC to develop a new approach to ethical review.
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CHAPTER 2

Related Work

This work can draw from research and many different existing software systems built to
digitize ethical review. There exist various prior studies and attempts to improve ethical
review, a brief overview of which is given in this chapter. Since the envisioned system
at the center of this work has overlap with other applications, such as review systems in
general, salient examples of these are also discussed in this chapter. At the end of this
chapter, existing software systems that focus on specific aspects that could be helpful for
the development of the new CAER platform are mentioned. These existing systems form
a valuable starting point for this thesis, however, there currently exist no software systems
and only a few theoretical research studies that seek to improve ethical review by rethink-
ing its fundamental process in general. Attempts at introducing a HC-based approach to
this problem, as suggested in this thesis, have also not been encountered in this research
into related work.
In sections 2.2-2.5, various existing software systems that are of interest for this work in-
cluding peer review, wiki software and form builder software are discussed. These sections
also include notes on how various features of these systems could usefully inform the de-
sign of the envisioned CAER system. The details of some of these assessments may appear
as not-yet fully justified, as some of the requirements and shortcomings for CAER that are
alluded to are derived and explained in detail in other sections of this work, particularly
4 and 5. The choice to nevertheless discuss related work earlier on was made to provide a
more convenient flow to the reader, as well as to make clear what capabilities may or may
not already be provided by existing systems before finally specifying CAER.

2.1 Review systems used for ethical reviews

As previously discussed, ethical review processes differ around the world, but in accor-
dance with the focus of this thesis, the main focus of this section is on ethical review systems
as used in the U.S. First, existing software systems currently used by IRBs in the U.S. are
discussed. In the second part, research on the improvement of review systems with compu-
tational solutions or efforts to build new review processes is presented. These approaches
refer to limitations of current IRBs and the ethical review process in the U.S. described in
chapter 4.

11
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2.1.1 Existing software systems for ethical review processes

IRBs today commonly use computational systems to manage ethical review processes.
There exist multiple such systems, of which several representative examples are presented
in the following.

There exist different IRB software systems provided by private companies such as the
Cayuse cloud platform [43], the IRB software Axiom Mentor [44], OneAegis (formerly known
as IRBManager) by Tech Software [45], InfoReady [46], Huron IRB, and Key Solutions software
[47]. These platforms mostly comprise the same features with the aim to cover and improve
the whole IRB cycle.

For example, OneAegis (formerly known as IRBManager) by Tech Software is an elec-
tronic system for IRB application submission and management used by various IRBs in
the U.S. which was originally developed in collaboration with the Biomedical Research Al-
liance of New York (BRANY) and assists IRBs with a management and notification system
for the review process [45].

Another widely used example is Huron IRB which also aims at facilitating the IRB pro-
cess by providing management and collaboration features and with Huron IRB Exchange
additionally allows to connect Single IRBs form multi-site research [48].
InfoReady [46] is a platform to streamline various review processes such as research admin-
istration, scholar- and fellowships, journal and conference review processes and has lately
been applied as software for the IRB process by the Eastern Kentucky University [49]. The
advantages of InfoReady focus on improving the review process by facilitating online sub-
mission and access to all resources, providing a history a review history in one place and
automated assignment of tasks [49].

Key Solutions software [47] offers another solution for facilitating the IRB process, with its
key features being centralized access, reporting, integration with other modules, and au-
tomation of the approval process. While this suggests a fully automated approval process,
it actually refers to “routine tasks such as meeting management, agenda setting, document
routing, and e-mail notifications [that] are automated by the product. An automatic ’Check
for Completeness’ is performed before protocol submission to ensure that the application
is complete.” [47]

Regarding the use of smart forms, for example the IRB software systems Cayuse and
Axiom Mentor [44]) include smart forms in the IRB cycle to create forms specific to a certain
research field. However, the smart form functionality of Axiom Mentor focuses on mentor-
usage. Similar to Cayuse, mentors have to create these custom tools themselves, for example
by using drag and drop to create new forms. Axiom Mentor, just like some of the other soft-
ware systems, comes with the advantage that clients do not have to worry about physical
infrastructures, which is all cared for by the platform provider themselves.1

Furthermore, besides these generic IRB software systems, there also exist software sys-
tems that are specifically tailored to clinical research and include IRB services, such as AD-
VARRA [50]/) or the web-based e-clinical solution Trial Interactive [51]. However, since
this research does not focus on clinical research and the existing software systems do not
appear to address the question of how to adapt ethical review to fields of research other
than biomedical or clinical studies, for example, these systems form interesting reference
points for features such as communication and notification features, but do not assist to an-

1For a detailed list of Axiom Meter’s features see [44].
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swer the question of how to make ethical review more suitable for emergent research fields.

It should also be noted that there exists a large number of different custom IRB software
systems, as many institutions have developed their own IRB systems, such as eIRB+, the
Northwestern University’s “electronic submission and review system” [52], to give one ex-
ample. Such systems were not found to have been described as including any automated
review functionalities as developed in this work. Another example is ERICA, the Uni-
versity of Utah’s Electronic Research Integrity & Compliance Administration system [53].
ERICA also includes smart forms that provide application pages according to the study to
be reviewed but does not connect this with any form of automated evaluation.

Finally, other interesting efforts focus on the development of tools that facilitate multi-
site research such as the Streamlined, Multisite, Accelerated Resources for Trials IRB Reliance
platform (SMART IRB) [54], which is specifically developed to integrate and facilitate the
IRB process for multisite studies and as such is not an IRB review system but a master
reliance agreement [55]. Other examples are the Adverse Event Data Management System
(AEDAMS) [56], which focuses on managing and monitoring adverse events but includes
features to generate protocols for IRB submission, and IREx (IRB Reliance Exchange), which
offers a “freely available, web-based portal supporting single IRB review documentation
and coordination for multi-center clinical trials” [57].

Overall, the described software systems present great support for current IRB processes
and streamline the workflow of state of the art “classical” ethical review, but do not address
the challenges IRBs currently face (described in chapter 4). For example, they do not ad-
dress the review of research in emergent fields which are not covered by current guidelines
and regulations. They also do not allow users to collaboratively update any ethical guide-
lines accordingly. Even though some existing IRB software systems include smart forms,
these have to be created and arranged by the IRB members in a manual way, effectively
creating two separate “sources of truth”, namely the ethical guidelines themselves, and the
forms with which to evaluate projects against these. Finally, it can be argued that the field
would benefit from open-source software systems instead of proprietary software, to in-
crease transparency and build trust in the ethical review process.
In the following section, existing research on and efforts to improve current systems and
the ethical review process in general are outlined.

2.1.2 Research on the improvement of ethical review processes

In his recent article on “Institutional Review Board Decision Support Software” Stephen
Rosenfeld states that

“[t]o date, most software used to support IRBs has focused on the problem of
collecting submission documents from sponsors and investigators. Stacks of
protocols, consents, and investigator brochures have been replaced by work-
flow and document management systems that have greatly reduced the admin-
istrative burden on IRB members and staff and improved review process perfor-
mance. Little concern or attention has been focused on what IRB members do
with these documents beyond providing regulatory checklists to promote and
document compliance. This lack of attention to tools that can improve decision-
making is a missed opportunity to manage quality.” [58, p. 10]

Even though the problem of availability of materials has been solved with existing IRB
software, there still remain many problems and room for improvement for such compu-
tational systems [58, p. 11]. The author focuses on the three areas “context, history, and
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precedent”[58, p. 11] to suggest how IRB software could be improved. First, to provide
more context for decision-making, tools could include search options and links to material
on websites such as clinicaltrials.gov which are relevant for the ethical evaluation of research
[58, p. 11]. Second, software could provide “a bird’s-eye view of prior reviews” [58, p. 11]
to make decision-making more reliable and consistent by allowing IRBs to easily access a
research history and progress. Finally, access to previous decisions could be facilitated as
well as options to compare different decisions to increase consistency of decisions on re-
lated issues [58, p. 11]. These suggestions remain theoretical, but Rosenfeld has recently
applied for funding to develop a cloud-based IRB software tool called Research Metadata
(RM) that builds on these design suggestions.2

To make the review process more efficient and faster for minimal-risk research, [59] con-
duct research on developing a web-based decision tool, a so-called wizard to evaluate if a
research study is exempt. The tool can also help to identify need for additional review [59].
After the first proof-of-concept [60], the wizard has been updated and revised to, amongst
other things, include more review-critical details, update exclusionary criteria and to refine
the definitions of terms such as “human subject” [59].

With Bartleby, [61] have developed a system that helps researchers conduct ethical re-
search. The open-source software provides debriefing for large-scale online research and
allows participants to opt out or to demand for their data to be deleted [62]. Bartleby espe-
cially supports discussion of the role of research participants and their voice and empow-
ers them to express autonomy [61]. This work unquestionably describes important paths
to more ethical research but does not address ethical review.

In 2015, a study by Karl Oder and Stephanie Pittman [63] analyzed the impact of IRB
computer systems on the number of staff members needed and questioned if IRB computer
systems would actually facilitate the process. The authors conclude that usage of a com-
puters system does not have any effect on the number of IRB staff members, but that the
number is more correlated with the number of protocols reviewed by an IRB office and
that offices with more protocols tended to use a computer system. It has to be noted that
this finding presents only a single study on the effect of computational systems on the IRB
process. Although the study should not be omitted and the results kept in mind, the huge
number of different software systems and attempts to improve them shows, that there is a
lot of interest in computer systems to aid the IRB process and that they are experienced to
be of value.

In addition to studies such as those already mentioned, the overall awareness of the
need for ethical review of computer science research is growing. This can be seen for
example in NeurIPS’ (The Conference and Workshop on Neural Information Processing
Systems)[64] efforts to establish an ethics review process for submissions to the conference
and lately to develop a “NeurIPS Code of Ethics” [65] together with the NeurIPS commu-
nity.

Finally, two initiatives to build new ethical review boards to improve the ethical review
process should be mentioned.

First, Bernstein et al. [66] developed and evaluated the “Ethics and Society Review
Board (ESR), an institutional process that facilitates researchers in mitigating the negative
societal and ethical aspects of AI research” [66, p. 2]. The ESR focuses on societal harm

2Information received from email exchange with Dr. Stephen Rosenfeld on June 14, 2022.
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of AI systems and builds on an academic board of researchers and experts from various
field. However, the ESR can also be said to not sufficiently include the affected communi-
ties themselves.

Second, with the aim to create a new approach to IRB review called “Learning IRB”
which builds on “continuous learning for both operational efficiency and decisional qual-
ity” [67], Stephen Rosenfeld together with Patricia Seymour and colleagues founded the
North Star Review Board, a Research Ethics Review Board (RERB), in 2021. With this ap-
proach the review board wants to meet the consideration that science and the development
of technology is not static but changes over time and that research on AI for example raises
new questions that have not been answered so far. The RERB therefore specifically focus
on open ethical questions [67]. The review board is deliberately nonprofit to build trust in
their decisions as independent from institutions or investors. This approach is very promis-
ing and the new CAER system suggested in this work could further support this model by
facilitating specific processes by ways of HC-based automation.

2.2 Review Systems

After having discussed research on and systems for ethical review in the U.S., the following
briefly discusses new research in the area of peer review and technology-assisted review
systems. It thereby particularly focuses on two recent publications.

With the goal of reviewing research projects with respect to their ethics, ethical review
shares similarities with peer review. The goal of peer review in general is to assess research
in terms of its “competence, significance, and originality.” [68]. It aims to ensure quality
control to reduce “misinformation and confusion” [69] thereby upholding the integrity of
science and the public trust in science [70]. It also ensures the quality of the published re-
search. In the presence of an overwhelming number of papers written, peer review also
takes another role, which is to help select and filter research of qualitative value [71, p.
76]. However, peer review today also comes with challenges which have been discussed
by [72]. The author considers current challenges of peer review, provides examples for
experiments to better understand the problems and presents computational and formal or
organizational solutions and their impacts found in literature. The focus of this review lies
on peer review in scientific conferences although many aspects also apply to other forms of
peer review such as journal review or review of grant proposals [72, p. 78]. In the common
review process, each paper submitted by authors is reviewed by several, usually three to
six reviewers, whereas the number of papers assigned to reviewers may vary. Reviewers
evaluate the assigned papers and provide suggestions for improvement within a set dead-
line before the rebuttal phase, in which reviewers can update their reviews. This phase is
followed by a discussion between reviewers and meta reviewer before the meta reviewer
finally presents a recommendation for decision about the acceptance of a paper. The final
decision lies with the program chairs [72, p. 78].

[72] identifies challenges (and possible solutions) in the outlined peer review process
which include challenges in the reviewer-paper assignments. Present solutions to improve
the matching of reviewers and their expertise to papers use for example natural language
processing techniques [72, p. 79]. Moreover, issues exist also in the bidding process, in
which reviewers can place positive, negative or neutral bids on papers to review, which
can partly be prevented with algorithms that order the presentation of papers in the bid-
ding process in a dynamic way [72, p. 79]. However, Shah also points to trade-offs of
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solutions that for example assign papers to reviewers by maximizing the similarity score
of assigned reviewer-paper pairs, which can also lead to unfair treatment of some papers
[72, p. 80]. Another challenge identified by the author is dishonest behavior, for exam-
ple by providing poor reviews to increase the chances of one’s own authored paper. This
problem, however, usually is not present in ethical review, since researchers with to-be-
reviewed projects commonly do not engage in the same ethical review board and there
exists no limit in the amount of research projects that may be accepted, i.e. pass ethical
review. Additionally, miscalibration, or the fact that the meaning of ratings are subjective,
forms another challenge [72, p. 82]. This problem can be partly circumvented, for exam-
ple, by providing rankings of the reviewed papers [73], [74], [72, p. 83], but still remains
a subject of debate. Finally, subjectivity in the review process and group dynamics in the
discussion of papers form open challenges. For example, review criteria are often inter-
preted differently or weighted differently by reviewers [72, p. 83]. Bias regarding author
identity can be addressed with single-blind or double-blind review, though each solution
comes with its own challenges. [72] concludes that despite various attempts to improve
peer review, this research, “particularly using computational methods, has only scratched
the surface of this important application domain.”[72, p. 87]

Finally, and particularly interesting for this thesis could be the “open review” approach
which has recently been pursued by some conferences, where both the reviews and cor-
responding submitted papers are published while the reviewer identities remain anony-
mous. OpenReview.net is an example for a conference management system applying this
approach [72, p. 85]. Such an open review approach improves transparency “and provides
more information to the public about the perceived merits/demerits of a paper” ([72, p.
85]. However, the approach could also lead to bias in review if a reviewer knows that
a paper is being resubmitted, but this issue might be less severe in ethical review, since
re-submitting projects to another IRB is common practice for ethical review and IRBs are
commonly aware of this.

Since ethical review shares similar challenges to peer review, considering prior attempts
to improve peer review is important for informing this work. However, in practice, ethical
review has not been part of peer review. In some fields, ethical review might have always
played a role, but it has not been considered a core aspect of the review process in general.
The latest developments at the NEURips conference discussed above show the growing
awareness for including ethical review in peer review processes.

Other important work such as the workshop on “Augmented Intelligence in Technology-
Assisted Review Systems (ALTARS 2022)”, which took place in 2022, particularly discussed
evaluation metrics and protocols [75] in the context of High Recall Information Retrieval
Systems. This important work is very interesting for this thesis, since technology-assisted
review systems make use of HC approaches “where classification and/or ranking algo-
rithms are continuously trained according to the relevance feedback from expert review-
ers, until a substantial number of the relevant documents are identified.” [75, p. 558]. The
workshop in 2022 was the first of its kind and points to the topicality of finding and incor-
porating novel approaches, (computational and processual) to review, and learnings from
this line of research are likely to be applicable to ethical review in similar ways as to other
kinds of review processes.
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2.3 Collaborative review systems

While existing software systems for ethical review as presented above present very specific
collaborative review systems, this section focuses on collaborative review systems in gen-
eral, which include features worthwhile to consider to include in ethical review systems as
well. There exist several such collaborative review systems with Easychair [76], Microsoft
Conference Management Tookit (CMI) [77] and Open Journal Systems (OJS) [78] being some
of the most common solutions. Other systems for collaborative paper peer reviewing and
journal management are Scholastica [79], Hindawi [80], OpenReview [81], OpenConf [82], and
Indico [83]. In the following the focus will lie on the three most common systems. While
Easychair, Microsoft CMT and OJS are all review and publishing software, Easychair and Mi-
crosoft CMT are also conference management software.3

Easychair is a web-based conference management system with the main functionality
being conference management and organization (including for example registration, pub-
lishing conference proceedings and preprints, and most important for this thesis, review-
ing). Moreover, a journal reviewing and publishing platform is under development (Au-
gust 2022) [76]. EasyChair therefore provides a solution to plan, organize, run a conference,
and publish its proceedings in one environment. It also supports different models for con-
ferences with a single program committee and for conferences with multiple tracks. Here,
particularly those features that are relevant for a collaborative review system should be
mentioned. EasyChair includes:

• Account and membership management

• Communication features (emails)

• Role management (changing roles possible (author, reviewer, sub-reviewer, Program
committee member)

• Templates to create for instances a call for papers, to write a review etc.

• Submission of papers

• List of submissions; list of all projects and their status

• Review management includes Review request functionality (admin can request re-
view by specific reviewer)

• Online discussions of papers

• Author-rebuttal phase which allows authors to respond to the reviews

• Conference statistics

The second examples is the Conference Management Toolkit (CMT) by Microsoft Research
which includes a full submission life cycle from abstracts to full papers and presentation.
It has been launched in 2016 and has hosted over 7000 conferences since then [77]. CMT
runs on Microsoft’s Azure cloud platform and is accessible through web-based interfaces.
Amongst CMT’s features, the following are particularly of interest for the topic of this the-
sis:

• (Multiple) role and user management (besides reviewer also meta-reviewer etc.; as-
sign tasks to individuals etc.)

• Review cycle with submission, review and presentation of papers

3The following descriptions mainly rely on the platform’s documentation since it was not possible to obtain
trial accesses for the purpose of this master thesis.
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• Conflict management (helpful to ensure that no trustee affiliated with a project to be
reviewed will receive the review)

• Communication features (email, automated notification system, etc)

• Review management: allows to set date for expiration of invitation to review (if not
answered)

• Meta-Review

• Discussion feature

• Rebuttal feature (authors can react to review)

• Activity log

• Customizable forms

CMT also forms an interesting starting point for the system outlined in this thesis, with
many similar features to Easychair. Here, those features that are different from the other
systems described in this section should be pointed out: The (meta-)reviewing and discus-
sion feature, which allows to initiate a discussion and ask specific reviewers to discuss a
certain issue and to come to an agreement, are a helpful addition. Additionally, CMT in-
cludes conflict management functionality is useful in ensuring that disagreements between
submitters and reviewers can be addressed inside the platform. Finally, CMT features cus-
tomizable forms, allow users to create their own review forms.

Finally, Open Journal Systems (OJS) is an open source publishing platform for “man-
aging and publishing scholarly journals”[78] (released under the open source GPL v2 li-
cense), which has been developed by the multi-university initiative Public Knowledge
Project based at Stanford and Simon Fraser University. According to OJS’ website “it is the
most widely used open source journal publishing platform in existence, with over 25,000
journals using it worldwide.” [78] Their goal is to make open access publishing a feasible
option for different journals. OJS covers the whole workflow of publishing journals and
includes the following features amongst others:

• Creating a journal website

• Flexible and configurable editorial workflow (for instance, multiple sections are also
possible)

• Online submission, management and archive

• Tracking features to keep track of the work of authors, reviewers, editors

• Assign tasks and submissions to users (e.g. reviewers)

• Communication features which allow to contact individual users or to notify e.g. spe-
cific roles [78]

• “Pre-review discussions”; Functionalities that allows to have a discussion with ev-
erybody involved in a submission

• Dashboard including an “expanded task menu” for all tasks and their status

OJS is extensible and customizable due to its open-source approach. Moreover, it intro-
duces a multiple sections feature that allows users to create different sections for a journal.
Of special interest is the reviewing process here, which is not only very flexible but also
includes communication functionalities between authors and editors. This allows authors
to answer questions that come up in the review process but also to comment on the review
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process themselves and to ask questions about it to further improve their work.

In conclusion, the three reviewed software systems for collaborative review describe
very interesting starting points for this thesis and include many features that are impor-
tant for developing the CAER platform. For example, the submission of papers that all
systems feature could of course be seen to correspond to submission of research projects
for ethical evaluation in CAER. Similarly, list views of submissions could represent all to-
be-evaluated research projects and their status. Moreover, Easychair features human review
subsequent to automated review, and a similar requirement can be derived for CAER. CMT
also has a meta-review feature and conflict management, learning from both of these could
usefully inform the design of CAER. Another example is the “multiple sections” feature in
OJS: a similar approach to this could be adapted in CAER to cluster ethical issues topically
(but this is not done as part of this work). Finally, common features such as user and role
management, communication and statistics around submissions would also be beneficial
in CAER and are featured by all of these systems in different ways.

However, these tools still have some shortcomings with regard to ethical review with
the envisioned CAER system seeks to address, and which will be the primary focus of its
specification in this work. Of course, this is to be expected, since these systems have been
designed and built for different purposes than ethical review. One important aspect to
keep in mind is that the modality of evaluation is fundamentally different for the review of
scientific papers than for the ethical evaluation of research projects. This will become clear
throughout this thesis (specifically, in chapter 3 on the ethical review process) and is also
evident from the fact that various attempts to build standalone software systems for ethical
review exist (see above).

Moreover, the goal of the new review system developed in this thesis is to improve the
current review process by taking load of the shoulders of human reviewers by introducing
an automated review system that initially “reviews” the project based on current ethical
values. In contrast, with EasyChair, recurrent reasons for rejecting a paper have to be de-
scribed for every single paper. In ethical review by contrast, if it is clear that a certain issue
leads to the rejection of a paper or project, this could be included in the automated system.
The reviewed systems do not include or allow the automation of particular steps of the
review process. Nevertheless, with features such as communication and task assignments,
the reviewed systems form a great inspiration and starting point for this research.

2.4 Wiki software - MediaWiki

In this subsection, Wikipedia, or rather its underlying software MediaWiki will be discussed.
The reason for including Wiki software in this review of existing systems is that their col-
laborative approach to continuous modifications of content is relevant for a collaborative
review system that builds on the understanding that moral values and ethics change over
time.

Launched in 2001, Wikipedia is the world’s biggest free, online content encyclopedia
that “anyone can edit” [84]. It is supported by the Wikimedia Foundation “and based on a
model of freely editable content” [84]. In general, a mostly anonymous group of contribu-
tors collaboratively create Wikipedia. This means that, technically, anybody can contribute,
as long as they abide to Wikipedia’s policies and the content they contribute is free of any
copyright restrictions.
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What makes MediaWiki’s approach powerful and interesting for the envisioned review
system is that the software enables quick and easy reversal of wrong content and mistakes
so that it’s continually being updated in a collaborative way. In the following, some of
MediaWiki’s features will be pointed out that are particularly interesting for the envisioned
collaborative and adaptive ethical review system:

• Articles are never complete but based on a “live collaboration”, which means that
they are constantly created and kept up-to-date [85]

• With the “Editorial Quality review” Wikipedia also includes specific control struc-
tures to ensure that questionable content cases, for example, can be resolved

• It includes a “page’s history” which allows to track changes by individual contribu-
tors and is publicly available

• Cross-references of articles

• Discussion pages (“Talk pages”) for individual articles or a “WikiProject”

• Communication features (in-platform: contact individual contributors via their talk
page, IRC and e-mail, etc.)

• Contributors can form “WikiProjects”, which are working groups that work together
on certain topics

• Dashboard provides an overview over ongoing discussions or current requests

Even though MediaWiki has not been developed for ethical review, some of these features
could provide useful inspiration for the envisioned ethical review system. The possibility
to continuously create and update articles is very interesting, since the envisioned dynamic
review system needs to make it possible to dynamically and continually adapt ethical is-
sues and rules over time, and collaborative editing is one way to enable this. Similarly,
“talk pages” enable the discussions on issues and rules and with “WikiProjects” different
stakeholder groups could be formed.

However, since MediaWiki’s purpose is different from ethical review, it has some short-
comings when it comes to the specificities of the ethical evaluation of research projects
and may not be suitable as an off-the-shelf system for ethical review. For example, Wiki
software neither has a native notion of feature-based or categorical reviews, nor does it in-
clude any form-based logic/rule-application mechanism that could be used to implement
reviews as such to begin with. Additionally, ethical review includes very sensible informa-
tion and questions and edits made to the ethical guidelines should therefore only become
visible if they have been approved by several trusted members and IRB experts, which
may be difficult to properly implement with MediaWiki’s access control mechanisms. Wiki
software nevertheless contributes important inspiration for the envisioned CAER system.

2.5 Form builder software

Form builder tools, especially those that allow the creation of so-called “smart forms”, im-
plement much of the functionality that is needed for development of the automated evalu-
ation of projects envisioned in CAER4. “Smart forms” are forms which adapt dynamically
according to previous input by a user.

4As noted earlier in this chapter, a more detailed derivation and justification of this and other requirements is
presented in chapters 4 and 5.
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There exist various online form builder tools that allow users to create and share cus-
tomized (smart) forms without requiring any coding. Because of the large number of
providers of such software with comparable functionalities, only four examples that were
found to be quite representative are briefly discussed in the following. For more online
form builders see for example [86], which introduces various online form builders with
partly different focuses on for example security and encrypted submission.

The first example is Airtable, a low-code platform for building collaborative apps [87].
A distinctive aspect of Airtable is that it combines functionalities of relational database sys-
tems with those of spreadsheets. Here, it is of interest for the development of a new eth-
ical review process since it allows to build and customize smart forms efficiently. Being
web-based, Airtable enables sharing forms an collecting data easily via shareable URLs. In-
formation from submitted forms can automatically be stored in a table (inside a so-called
“Base”). Moreover, with conditional logic, form fields can made to be displayed only de-
pending on values chosen by the submitter in previous fields [88]. This way, only relevant
fields will be presented to the submitter, reducing the time needed to fill the form. The
use of required fields ensures that submitters submit their form only after having filled in
all important information. Note that this type of application of conditional logic to alter
the flow of a form is essentially what is taken to be the definition of a “smart form” in this
work. Smart forms are relevant in the context of CAER as they offer a way to potentially
speed up the submission process by only requiring participants to answer questions that
are contextually relevant for the evaluation of their projects.
Airtable presents one suitable solution for building such smart forms for the automated eth-
ical evaluation of new HC-based CS projects. In fact, due to its relatively high versatility
in implementing not just smart forms but also relational tables and basic user interfaces
(UIs) to interact with them, it was chosen as a basis to implement the prototypes for the
validation of some of CAER’s key features presented in 6.

Google Forms is the second example for form-builder software that will be briefly dis-
cussed here. With Google Forms it is possible to generate surveys in the web browser and to
analyze them instantly with the help of charts and graphs provided by Google [89]. One
can create blank forms or use one of the templates. Google Forms includes the possibility to
include conditional questions which only show up if another question has been answered
and to set questions to “required” to answer. However, Google Forms does not support
conditional logic in the same way that, for example, Airtable does. Importantly, it is not
possible to specify multiple conditions connected with logical “and” and “or” operators.

Jotforms is another example of form-builder software, allows users, among other things,
to generate reports, to capture payments, and to trigger automated workflows [90] based
on conditional logic. For instance, it is possible to present different PDF downloads or to
send messages to different addresses depending on the user’s answers [91]. Jotforms also
allows to combine several question/answer-pairs to one condition.

Last but not least, Typeform is a form-builder software that includes conditional logic
and presents one question at a time to keep users engaged [92]. With its “Logic Map” tool
it allows to easily modify and include conditional logic in a visual way. Typeform further-
more allows to group related questions together in question groups.

The research on and existing systems for ethical and collaborative review, Wiki soft-
ware, and “smart” forms described in this chapter form important foundation for this the-
sis. As will become clear throughout this work, a new dynamic and collaborative ethical
review platform requires the combination of features across existing software systems and
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the implementation of new features that have not been included in any of the described
systems.



CHAPTER 3

Classical ethical review and the Institutional Review Board
process

3.1 History of ethical review

Even if researchers apply the strictest ethical standards to their work, it is still possible for
their work to do harm, for example through instrumentalization in an unethical way by a
third party or other inadvertent eventualities. It is often difficult to consider all possible
ethical consequences even if researchers have the best intentions.1

Ethical review can assist researchers in conducting ethical research. The ethical evalua-
tion of research projects is a rather new practice that emerged from incidents of unethical
research which were largely due to malicious intentions. To better understand why IRBs
today operate the way they do, this chapter first discusses how IRBs and the ethical review
process in the U.S. developed. The second part then briefly describes the common ethical
review process, called the “classical” ethical review process in this work. As will become
clear, today’s ethical review processes are closely connected to their historical development.

In the history of research with human subjects, incidents of unethical research including
abuse and harm of research participants have highlighted the need for ethical oversight
and review of research. Particularly horrific atrocities such as the Nazi crimes had been
“disclosed in the Nuremberg military tribunal” [2, p. 1331] and led to the development
and introduction of ethical standards in the field of medicine. In these standards it was
stated, for example, that human subjects must consent voluntarily to research experiments
[2, p. 1331]. Despite these terrible experiences other examples of unethical research studies
and programs continued to occur even after the introduction of the Nuremberg Code [94, p.
311]. As a reaction to ethical violations in research, such as the Studies at the Fernald School
where radioactive materials had been used in children in institutional care [94], [95] or the
Tuskegee Syphilis Study conducted in rural Alabama between 1932 and 1972, in which in-
dividuals with Syphilis were denied treatment for observational purposes [96, p. 317] [66,
p. 3], in 1974 the National Research Act was enacted, creating the National Commission for
the Protection of Human Subjects of Biomedical and Behavioral Research and establishing
the Institutional Review Board (IRB) system [94, p. 311f.]. The commission was tasked,

1For an example of such unintended ethical consequences see [93].
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among other things, with the identification of basic ethical principles that should function
as the basis for “biomedical and behavioral research involving human subjects and to de-
velop guidelines which should be followed to assure that such research is conducted in
accordance with those principles.” [3].

These principles and guidelines were published in 1979 in the so-called Belmont Report,
on which IRBs are grounded to this day [3][97].2

The Belmont report identifies the following three general principles (with the remark
that further principles may also be important) which should serve as an “analytical frame-
work” [3] besides existing principles “generally accepted in our cultural tradition” [3] to
aid researchers, human subjects, and reviewers, but also the general public, to better com-
prehend what ethical issues might arise in human subjects research [3]:

• Respect of persons; which includes both the autonomous treatment of individuals
and the protection of vulnerable individuals

• Beneficence; which describes the obligation to do no harm and to maximize potential
benefits while minimizing potential harms

• Justice; which refers to the duty to fairly distribute the benefits and burdens of re-
search [3][94, p. 312]

From these ethical guidelines, the Belmont Report defines requirements that have to be
considered in the conduct of research. The requirements are informed consent, the assess-
ment of risks and benefits of research as well as the selection of human subjects [3].

While the Belmont Report remains the most important point of reference for IRBs to-
day, it is also criticized that the regulations have not been updated since their introduction
resulting in IRB “not align[ing] well with emerging practices and technologies” [9, p. 165].
The problems with current IRB processes will be discussed in chapter 4. In addition to and
building on the Belmont report, the U.S. Department of Health & Human Services (HHS)
together with the Food and Drug Administration reworked their existing human subjects
regulations in 1981 [97]). In 1991 the Federal Policy for the Protection of Human Subjects,
also known as the “Common Rule”, was published “and codified in separate regulations
by 15 Federal departments and agencies [...]. For all participating departments and agen-
cies the Common Rule outlines the basic provisions for IRBs, informed consent, and As-
surances of Compliance. Human subject research conducted or supported by each federal
department/agency is governed by the regulations of that department/agency.” [97] The
“Common Rule” was revised and amended twice in 2018 [100].

IRBs inititally concentrated on biomedical research, but over time, their scope was ex-
panded until nearly all research that involved human subjects was included by 1981 [101],
[102, p. 314]. For example, IRBs were also created for social science research and research
in the liberal arts [103]. Today, IRB approval is in general required in the U.S. by univer-
sities, funding institutions or scientific journals when a research project includes human
subjects. In the U.S., the “Office of Human Research Protections, within the U.S. Depart-
ment of Health and Human Services, is responsible for the registration of IRBs and their
oversight” [103]. The aim of IRBs with regards to ethics can be summarized in protecting

2Besides the Belmont Report, other more specialized guidelines have also been published. One of the most
important ones being the Declaration of Helsinki developed in 1964 by World Medical Association (WMA). The
Declaration of Helsinki is a “statement of ethical principles for medical research involving human subjects, in-
cluding research on identifiable human material and data” [98] and is directed mainly towards physicians. Later,
the Good Clinical Practice (GCP) was introduced building on the Declaration of Helsinki to replace it [99].
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subjects and enabling research beneficial to society [104, p. 2]. To conclude the history of
ethical review in the U.S. and before moving on to the current ethical review process, it
should also be noted that growing awareness of the diversity of sociocultural backgrounds
including different moral but also religious values increasingly shows the complexity of
human involvement in research but also stresses the importance of ethical review [105, p.
2].

3.2 The ethical review process in the U.S.

Current (or “classical”) ethical review by IRBs follows a specific process which is outlined
in this section.3 Today, before a research study can take place, it has to be approved by an
IRB [40, p. 5]. In 2012, about 4,000 IRBs existed just in the U.S. [40, p. 5]. Before describing
the review process itself, three aspects of the organization of IRBs should be explained to
better understand how they operate.

First, IRBs have to be independent from the investigator conducting the to-be-reviewed
research as well as from the rewards of research [94, p. 313]. “The administration of an
institution (e.g., president of a university or director of a hospital) must allow the IRB to
function independently, without undue influence related to funding pressures or other ad-
ministration priorities.” [103] However, as [106, p. 19] argues, the understanding of inde-
pendence varies, and it is not always clear how independent IRBs actually are. Second, and
related to the first aspect, a distinction can be made between local and central IRBs. Whereas
local IRBs are located at the academic institution where the research is conducted, such as
universities, medical schools, hospitals and research institutes [104, p. 1], central IRBs are
typically for-profit institutions that are paid by the researchers themselves [94, p. 312]. Both
IRB forms come with their own challenges regarding independence (see for example [94],
[106]). There also exist non-profit IRBs which try to overcome potential conflicts, but these
are less common than central and local IRBs [106, p. 19]. Third, and finally, IRBs must be
composed of members from different backgrounds: They have to include at least one mem-
ber “from the scientific community” [103] as well as one member external to the scientific
community. The latter’s purpose is to “advocate for the nonscientific issues relevant to eth-
ical conduct of research, such as legal issues and standards for professional conduct.” [103]
Moreover, IRBs must include an external member who commonly represents the commu-
nity and “who may also serve as nonscientific member” [103]. For institutions that receive
federal funding, IRBs have to consist of a minimum of five members and it is also possible
for IRBs to invite consultants, who have an expertise in the research area of the proposal
for additional information [40, p. 10], [103].

Before the beginning of the actual ethical review process, it has to be determined whether
research involving human subjects is exempt4 or must be reviewed by an IRB. This decision
is commonly made by the IRB office or the Human Research Protection Program (HRPP)
[108]. The Office for Human Research Protections (OHRP) and different academic institu-
tions provide decision charts to determine whether a study is non-exempt human subject
research [109], [110].

If research has been determined to be non-exempt human subject research, the researcher
typically submits their proposal to the responsible IRB. In some cases, administrators assist

3For a detailed and thick description and analysis of the ethical review process see [40].
4This work focuses on non-exempt human subjects research. Therefore, details on the regulations and pro-

cesses for exempt research are left out. It should be noted, though, that the Common Rule also describes a so-called
Limited IRB review process for exempt research that collects personally identifiable and sensitive information (see
[107].
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the researchers with the requirements for application and take over a preliminary review
of the documents for completeness before assigning the proposal to a reviewer [12, p. 4].
The proposal is then reviewed by the responsible IRB and either approved, rejected, or re-
turned with change instructions [104, p. 1]. The review is usually discussed in a convened
meeting of IRB members, which is called a “full board review”, if more than half of all
voting members of the IRB attend and of which at least one is a “nonscientist” [108]. The
IRB’s decision can be based either on a consensus approach or a majority vote. According
to [103] “[m]ost IRBs use a consensus approach (i.e., votes must be unanimous) to reach
a decision, although some IRBs allow a majority vote. When a majority vote is used, the
community member typically still has substantial power because most IRBs will not over-
ride the perspective of the community member” [103].

Besides “full board review”, the Common Rule defines another review process, which
is “expedited review” [111]. Here, the review is conducted by one or several IRB members
rather than by the full board. This makes the process more flexible and oftentimes faster.
However, not all research can be reviewed in this procedure, it must meet certain require-
ments. In general, research may only include minimal risk and may not be invasive [112,
p. 356]. They must also be covered by at least one of the categories specified in the HHS
regulations for the protection of human subjects in research at 45CFR 46.110(b)(1)[112, p.
356] [113]. Moreover, while the reviewer is allowed to approve the research or to request
changes to it, they are not allowed to reject it. If they consider the research to be ineligible
for approval under the review criteria, the proposal is transferred to full board review [108].
The outlined IRB process must take place before participant or human subject recruitment
([103]. To be approved, the study protocol of the proposal must align with the principles
described in the Belmont Report, as well as the Common Rule and institutional policy. In
general, the principal investigator is responsible for the execution of the research [12, p. 3].

The IRB process does not end with the approval of research proposals. On the con-
trary, the IRB is responsible for overseeing the research which includes periodic “reviews
to monitor the research progress and address any ethical issues” [103] and the possibility
for research participants to contact the IRB if they have questions or concerns. The time
intervals should correspond to the determined risk of the research but must be at least an-
nual [96, p. 317]. If necessary, additional and surprise reviews are also possible [103].

Although IRB processes in the U.S. may differ slightly depending on the institutions,
the described processes are well established and broadly applied. Yet, if we take a closer
look, several problems of this IRB process become clear, ranging from regulations that do
not match with new technologies, as mentioned above, to inefficiencies and questions of
representation and independence. Moreover, there also exist problems that are not part of
the IRB process itself, but that specifically emerge when we turn to areas of research beyond
the medical field such as AI or to new scientific approaches to knowledge production such
as CS. These problems of the current ethical review process in the U.S. will be subject of the
following chapter.



CHAPTER 4

The need for a new ethical review process

4.1 Problems and challenges of the classical Institutional Re-
view Board process

Due to the nature of its subject, ethics, IRB review is not an easy endeavor and includes
challenges that cannot be resolved by simply changing the process. Whitney [104], for
example, describes the inherent difficulty to weigh the benefits, risks, and expected knowl-
edge of research based on the different principles of the Belmont Report which can push
reviewers in different directions [104, p. 5]. These challenges will remain part of ethical
review. However, the classical IRB process and its framing as described in chapter 3 have
also been criticised by scholars and practitioners, who have highlighted several reasons
that could be addressed to make ethical review more efficient, suitable, and equal. Without
claiming completeness, 6 of the more significant problems that can be identified in today’s
IRB process that recur in the literature will be discussed in the following, together with is-
sues raised in interviews with two IRB experts (for more information about the interviews,
see chapter 6).1 For further research discussing the current IRB system and its challenges
see for example [115], [116]. This work does not deny the complexity of IRB processes and
ethical review and does not disregard the efforts that have been put into existing processes.
Instead, it aims at improving and facilitating ethical review by introducing a new adaptive
and collaborative ethical review platform.

First of all, scholars observe how some of today’s IRBs have lost their focus on ethics (see
for example [94] and [117]). [94] states a mission drift of IRBs “that draws members away
from the duty to ensure the fundamental protection of human subjects” [94, p. 315]. The
author attributes this to two developments: the imprecise of definition of the terms “risk”
and “research” which introduces vagueness into the review process (and its outcome) and
overwhelming for IRBs and increasing concentration on documentation and the process
itself which results in less time for “thoughtful review of important protocols” [94, p. 315].
This development could furthermore be linked to the growing number of research to be
reviewed by IRBs over the years. To give a better idea of this growth, [118] conducted a
comparison of new applications to be reviewed by federally assured IRBs in 1995 and 2005.
While 105,000 new applications were to be reviewed in 1995, by 2005 this number increased

1Other issues that have been raised are for example the questioning of the actual independence of IRBs in [114].
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to 181,669 new applications [118, p. 8]. Following, among others, [119], the authors argue
that “[h]eavy workload may decrease review quality, increase research costs and negatively
influence the willingness of faculty to participate on IRBs” [118, p. 10]. IRB expert 2, who
was interviewed as part of this work, furthermore mentioned missing resources as cause:

“I think this idea that IRBs are overworked, is true. I think, for in the United
States, one of the reasons that’s true is because the non-institutional, the in-
dependent IRBs are investor owned as we talked about, so they’re all about
cutting costs and constraining resources for economic reasons. And institutions
IRB, people would rather spend the money on the research rather than the re-
view, and so they don’t get the resources they need. [...] I think that that’s a bad
perspective and it should change. They should have the resources they need to
do it right.” (IRB expert 2, June 7, 2022: 25)

Another reason for this perceived mission drift can be attributed to the increasing profes-
sionalization of university IRB staff since the 1980s which led to more focus on research
governance and risk management [117, p. 3]. In a similar vein, Gunsalus et al. [120] have
described the result of growing obligations of IRBs to review studies that usually include
smaller risks for human subjects than physical or psychological examinations, including,
for example, simple interviews or journalism, and the disproportionate paperwork as “si-
multaneous overregulation and underprotection” [120]. 2

These concerns outlined in the literature were also raised and aptly summarized by IRB ex-
pert 1 in the interview conducted in the scope of validating the suggested CAER platform:

“I think it’s been reduced to a sidebar and what I mean by that is that I don’t
think that IRBs in the United States have, that’s not their primary focus. Their
primary focus is risk reduction, you know harm reduction. The regulations, I
think, are seen as not something that’s flexible, but something that has to be
abided by very strictly. And again, that’s part of that risk reduction, because
they’re afraid of their funding being lost and they’re afraid of the FDA not ap-
proving something. And so I think ethics is really not something that anybody
gives a lot of time to and I don’t think it really comes into the discussion much
at IRB meetings anymore. [...] I think, luckily, [the regulations are]] based on
ethical principles, but [...] I don’t think ethics is actively, an active concern.”
(IRB expert 1, June 1, 2022: 11-13)

IRB expert 1 further explained this change with the historical developments of the phar-
maceutical industry in the US and growing research within the drug industry from the late
1970s:

“And I think the drug industry, because it’s largely not run by lawyers, but
certainly, you know, the legal counsel in the pharmaceutical companies is very
important. And I think when they started to do more research out in the com-
munities and not just at academic institutions, you know, the the the focus was
different. The focus became, you know, we’re gonna make money on this drug.
We have to do it quickly or we gonna lose money because patent laws and so ev-
erything just became this race to get IRB approval. And I don’t think that even
though we know that the ethics concerns are there, that I don’t I think that the
pharmaceutical company was able to just sort of, you know, Jam it down every-
body’s throats. And that was not the primary purpose or the primary concern.

2Similarly, other scholars have argued that today’s IRBs have “lost the balance” regarding subject safety and
public benefit and call for IRBs to find balance again and to “consider both the subject and society” [104, p. 2].
Whitney [104] also argues that today, IRBs sometimes focus more on protecting scientists from lawsuits than on
protecting human subjects, and that this is due to the power attributed to IRBs [104, p. viii].
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It was about turnaround time of the IRB, you know, getting the approvals out.
It was about how fast we’d bring this to market. So I think that ethical concerns
became tied up in that that cycle of hush, rush, rush, rush get this done. And
then, you know, the academic institutions that used to be concerned about eth-
ical issues, they jumped on that that platform of, yeah, let’s get this done, let’s
get some more money for our, our research and our funding. And so everybody
just sort of jumped on what we call the bandwagon. And, you know, they just
carried it out. And I think ethics was just left behind.” (IRB expert 1, June 1,
2022: 17)

For these reasons, scholars and the interviewed IRB experts agree that IRB members should
be able to focus on those protocols that are most important for ensuring the ethical conduct
of research again and that the overhead of administration and documentation should also
be decreased.

Second, another problem with classical ethical review is the composition of the review
board itself, and the question of representation of the affected community. In most cases,
IRB members are not sufficiently familiar with the local or affected communities and their
values and norms [106, p. 18], and even though many academic IRBs include “community
representatives”, their involvement is oftentimes not meaningful as it is reduced to “sim-
plify[ing] the language of consent forms” [94, p. 314] or because they feel subordinate to
other IRB members [94, p. 314]. According to IRB expert 1, community representatives do
not “really have much of a role at all.” (IRB expert 1, June 1, 2022: 35)

Representation, and how it could be improved, is no easy question and there exists no
general answer for it, since the answer not only strongly depends on the specific commu-
nity, its structure, and values, but also on the particular research study, its scope, and how
it affects the community and which community members in particular. I will return to the
question of community representatives on IRB boards in the following section, since the
role of community representatives only increases with the ethical review of new technolo-
gies and scientific approaches like HC and CS.

A third issue that has been raised in the literature is the imbalanced relationship be-
tween IRB members and the researchers whose work is to be reviewed. Originally, IRB
communities had been imagined as “a panel of peers” [117, p. 9]. Oftentimes, however, the
relationship between researchers and IRB members are far from collaborative. Thereby, ac-
cording to [12], the discomfort exists on both sides: On the one hand, board members, who
commonly volunteer their IRB activities, on occasion perceive that the researchers think of
them as “obstacles to or adversaries in the research enterprise” [12, p. 5] whose effort and
time are not valued. On the other hand, the researchers’ perception of IRB members is that
they are “unreasonable, obstructive” [12, p. 5] and only cause problems. At the same time,
there is a clear power hierarchy between the researchers and IRB boards since no or only
limited appeal possibilities exist for researchers [117, p. 9].

The interviewed IRB experts connected this gap to the problem of IRBs not being in
service of the research participants but “more and more in service to sponsors and inves-
tigators and less and less in service to actual research participants. [...] And particularly
when IRBs [...], the people, the groups that are supposed to be protecting research partici-
pants, are actually serving the researchers and the companies.” (IRB expert 2, June 7, 2022:
13; see also ibid.: 5)

IRB expert 2 mentioned another reason for the gap between researchers and IRBs:



30 CHAPTER 4. THE NEED FOR A NEW ETHICAL REVIEW PROCESS

“So the institutional IRBs here had developed a reputation of being very bur-
densome. They didn’t meet frequently enough.[...] So the reviews were often
sort of arbitrary, depending on what they remembered and who was in the
room. They took a long time to approve protocols. They were going to review
at once, ask questions. They reviewed the questions would be answered, they’d
ask new questions that they should have asked the first time anyway. [...] So
investigators really disliked them for good cause.” (IRB expert 2, June 7, 2022:
13)

This observation leads to a forth point, which refers to the inefficient process of ethical
review. In addition to repeated questioning and difficulties of reproducing what has been
discussed in previous IRB meetings as described by IRB expert 2 above, completed reviews
are usually stored away and cannot be reused. If new projects with the same ethical issues
apply for IRB approval, it is not possible for reviewers to go back to a repository of previous
research studies to read-up on similar research studies that have been reviewed in the past.
The re-evaluation of every single issue is not only time-intensive but also makes it even
more difficult to establish consistent evaluations in general and particularly for research
fields that have only recently been added to those requiring IRB review [40], [15].

Following on from this fourth point, it is worth noting that the ethical standards of to-
day’s classical IRB processes, after having been tailored to specific fields, have not been
updated since their first introduction and therefore may often “not align well with emerg-
ing practices and technologies” [9, p. 165]. IRB expert 2 described the emergence of new
technologies that are not covered by current ethical review:

“[T]here are a whole bunch of new technologies in citizen science with all of its
dimensions. It’s something that was never even envisaged when we wrote our
laws. Never mind AI, machine learning, you know, genetic editing. All of that
stuff is new. So there were all these new issues that it required sort of a new
take on protections and potentially new regulation” (IRB expert 2, June 7, 2022:
13).

IRB currently apply “fixed principles from archetypal abuses” [104, p. viii] despite the
changing nature of morality and the “more nuanced morality that leading scholars now
propose” [104, p. viii]. Therefore, some scholars have requested a “reboot” of IRB [9]. Re-
cent updates to the common rule have been made to attempt to better take into account
emergent technologies and to “balance making the burden appropriate to the level of risk
that people were put at while still effectively lessening unnecessary burden while still pro-
tecting people. I think in the end they heavily weighted towards lessening the burden.”
(IRB expert 2, June 7, 2022: 13) This led to “loopholes”, like for example social media re-
search which does not have to be reviewed because of the information on social media
being considered public, which have not yet been fully addressed (IRB expert 2, June 7,
2022: 13).

Finally, the set of ethics applied in IRB are claimed to represent universal ethical guide-
lines. But as [121] shows with the example of the field of history, these ethics are in fact med-
ical ethics that are imposed on non-medical research fields. Most of today’s institutional
or ethical review boards have been tailored to specific fields with a focus on biomedical
and psychological research and experimentation [4, p. 115]. Considering the development
of these boards, this, of course, comes as no surprise. However, this leads to problems
in, for example, established sciences such as the humanities and social sciences as well
as research fields in general where ethical review is now required but for which there exist
no prevalent customized ethical review processes, such as CS, computing, and AI [66, p. 1].
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For example, many scholars argue that IRBs oftentimes do not fit qualitative research
due to a lack of knowledge about how qualitative research is conducted in general, its
different epistemological understanding, or about the roles and relations of researchers
and those researched which differ from biomedical experiments (see for example [122],
[123], [124], and [117]. [117] explains: “Review boards, based on a medical model, can lack
the philosophical understanding of qualitative research and therefore unnecessarily hinder
research that lacks the clear boundaries between the so-called objective researcher and the
subject” [117, p. 4]. With the advancement of machine learning and AI research over the
last years, the problem of missing ethics becomes more and more pressing, as IRB expert 1
explained based on their experiences: “I’ve seen more and more studies come through on
my desk for review about A.I. And there’s no ethics in that. There’s no concern about that
at all in any of the applications that I see.” (IRB expert 1, June 1, 2022: 19) This problem
not only also applies to AI research and the field of HC-based CS, but is in fact especially
pressing in these areas.

In the following, I will provide examples from this field to show where ethics in the
field of HC-based CS diverge from ethics established in medical fields and inscribed in cur-
rent IRB. Each scientific field has its own specificities, research approaches and practices
which require thorough analysis and specific solutions. Whereas the dynamic ethical re-
view system developed in this work aims at providing an adaptive framework that could
be customized for various scientific fields, it will focus on the intersection of AI and CS
to not remain in meta considerations, but to develop concrete ideas that could later be ex-
tended to other fields.

4.2 The example of human computation-based citizen sci-
ence projects

HC-based CS projects are one example for new research fields and new technological appli-
cations which have only recently entered the view of IRB review in the U.S. and currently
challenge some of the existing ethical principles of “classical” IRB review. They also raise
questions about certain IRB procedures which are discussed in the following. In “the Atlas
of AI” [4], Kate Crawford explains that for a long time “the fields of applied mathematics,
statistics, and computer science had not historically been considered forms of research on
human subjects” [4, p.115]. This position had been accepted by IRBs for many years, but
with the trend of machine learning techniques and new focus on AI in recent years as well
as the investigation of AI technologies from critical perspectives (e.g. social and cultural
sciences, or science and technology studies), the sensibility for the impacts of these sys-
tems on individuals and society at large could no longer be dismissed. And with in some
cases that are quite unlike those previously encountered, such as including humans in AI
research by letting them collect training data for machine learning (ML) models, humans
are in some sense central to the research without commonly being viewed as “subjects” in
the traditional sense, thus raising questions about whether such cases are nevertheless to
be understood as human subject research. One field in which HC applications are widely
applied today is CS.

The field of CS itself (which–––noted here for completeness–––also goes beyond only
HC-based projects), struggles with current IRB principles and processes. The focus in this
work is primarily on CS projects that emerge out of the professional scientists’ need for
more computing power or human help for data analysis steps or data collection. But it
should also be noted that CS projects can also emerge out of a community’s interest and
citizen scientists themselves. Here, project initiators sometimes face the problem that they
cannot draw on IRBs of their institutions (as they may often not be directly affiliated with a
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“traditional” institution like a major research university) and have to find commercial IRBs
where the processes are not always transparent [125].

CS projects introduce new actors, relations and research practices into scientific projects
that, to a large extent, have not been considered by institutional or ethical review boards
before. At the same time, CS projects challenge some of the basic understandings of IRBs,
such as the understanding that human subjects as participants in CS projects can some-
times be both researchers and subjects at the same time. Following [5], David Resnik states
that “[t]he confluence of these two different roles in the same person poses challenges for
investigators and oversight committees because legal rules and ethical guidelines focus on
protecting the rights and welfare of human subjects and do not address issues that fall out-
side this domain” [6, p. 1]).

Another example of CS project values being inconsistent with the current IRB was de-
scribed by Caren Cooper, Principal Investigator of the CS project Crowd the tap1, at the
workshop “Toward reinventing IRB for Citizen Science” [126]: The idea of the CS project
Crowd the tap was to protect the quality of drinking water. One of the outcomes of the
project was that people would learn what risk they had of lead in water based on the types
of pipes they had (Cooper at [126]). One of the “odd things in the consent form” [126] was
that whereas the project understood this outcome as a benefit of the project, the IRB thought
this would be a risk. This assessment might be related to the issue of “return of results”,
which has been strongly debated for many years (see for example [127]. However, it also
shows how values that are common in IRBs focused on biomedical science do not apply to
CS, where the results and the knowledge gained from the project can be one of the primary
motivations of both participants and project designers. Besides these two examples, there
exist a variety of other issues that arise when directly applying “classical” IRB values to CS
projects, including, but not limited to issues around data openness vs. data protection [7],
data ownership, and intellectual property [8].

The gap that exists in the ethical oversight in CS, according to [128], can be summarized
as follows: “Citizen Science challenges virtually all of the conventional ethical gatekeepers:
regulations, institutional policies, journal policies, funding streams, etc., and thus needs to
approach ethics in its own terms” [128, p. 4]. Just as in the fields of computing and AI,
there is a need for suitable ethical review in CS.

Taking the two fields of computing and CS and their ethical review problems as starting
point, this thesis focuses on these fields’ intersection in HC-based CS. Here, the ethical is-
sues of both fields overlap in interesting ways that have not yet been addressed sufficiently
in the discourse on IRB. This focus emerged from a collaboration I undertook together with
the Human Computation Institute and our experiences with IRB applications for different
projects. Specifically, for example, this work builds on our experiences with IRB processes
for experimental studies in the HC-based CS projects Stall Catchers and Dream Catchers,
showed that the IRB process could be more efficient both for the applicants and for the
IRB experts. Under the current IRB process, applicants are required to answer all questions
and their corresponding sub-questions, even if they altogether do not apply for the project
under review. For example, it would require providing information on the research team’s
training in clinical procedures although the project was to take place not in any clinical con-
text, but exclusively online. If only those questions that in fact apply to the to-be-reviewed
project’s context and field were posed to project representatives, the IRB process would be
significantly less time-consuming and more efficient overall.

Most importantly, however, these experiences and the discussion of the question of
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ethical review for online CS in the ECSA2020 workshop [126] made clear that the biggest
problem for the ethical review of HC-based CS projects today is ultimately the lack of ethi-
cal guidelines for this field. As a very new field, ethical implications, norms and values are
not yet established, which implies that no specific ethical guidelines or principles that can
be applied in ethical review of HC-based CS projects actually currently exist.

IRB expert 2 similarly argued that, currently, such research is reviewed by reviewers
without a particular expertise in these new emergent fields. For example for a biomedical
HC-based CS project that includes AI, biomedical researchers and doctors might review
the project who might

“know a lot about the benefits [of machine learning and AI]. They know what
they want to learn. But they don’t know particularly about the harms, you
know, the group harms, the biases, the. And so really, they shouldn’t have
authority. You know, you shouldn’t have authority if you can’t balance that.
[...] I think these we have to be very careful about these these issues, about
where your authority comes from and who gave you that authority are really
important.” (IRB expert 2, June 7, 2022: 13)

This is why in this new field, it is even more important to include the participants and
affected communities not only into the ethical review of such projects, but also into the de-
velopment of the actual ethical guidelines for this field. Given that today’s IRB committees
mostly include only one community representative, who incidentally also does not neces-
sarily have a lot of decision power in the process as discussed in chapter 4, it becomes clear
that HC-based CS poses a significant challenge to current IRB.

Due to the lack of understanding of moral values in the field of HC-based CS, and
consequently the lack of ethical guidelines for this emerging field, the challenges to the
IRB from HC-based CS mentioned here represent just a few examples of an area that still
needs to be explored. To advance and facilitate this process and to solve some of the major
problems the IRB process faces today in general and especially in the field of HC-based
CS, this work suggests a new approach towards collaborative and adaptive ethical review
of HC-based CS with a new system called CAER. This approach will be introduced in the
next chapter.
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CHAPTER 5

CAER - a collaborative and adaptive ethical review platform

This chapter introduces the new collaborative and adaptive ethical review system, called
CAER. This work develops further the initial ideas for a new approach to ethical review
described in [15]. It should be noted that this work does not aim to build or define ethical
consensus among the involved stakeholders as such, but rather to better enable information
processing and collaboration on a platform in order to improve the ethical review processes
in general. Although the system is adaptable to all different kind of research fields, the pro-
posed system especially focuses on the intersections of AI-research and CS with HC-based
CS projects to provide a specific context which allows to test and evaluate the system.

The envisioned CAER system is a web-based platform to facilitate the ethical review
process for trustees (IRB experts and community representatives) and project representa-
tives (researchers with a project to be reviewed) and allows to adapt underlying ethical
guidelines with the help of HC to make the review process more suitable for specific re-
search fields.

In the following, first, user stories for the main two stakeholder groups and roles in
the new review system are described. Building on these, I then outline the main func-
tionalities of the envisioned system with workflows. Thereafter, the technical specification
is described before finally visualizing the workflows in process diagrams and discussing
further aspects of the design of the CAER system.

5.1 Design and Requirements

5.1.1 User roles and personas

There exist two main user roles in the new review system: The first are project representa-
tives of a new HC-based online CS project who would like to let their project be reviewed
before its launch. The second are so-called trustees. This is a heterogeneous group of
individuals that includes, for example, IRB experts, researchers and community represen-
tatives, who are trusted members of the ethical review and scientific community or the
group of people that are affected by new HC-based CS projects. For the sake of simplicity,
and because they play the same user role in the review system, this heterogeneous group

35
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of people will be referred to as “trustees” in general. The main activities of trustees, in the
context of CAER, is to manage ethical guidelines and perform human review of applica-
tions where needed.

For the design and development of new software systems so-called personas, imagined
representations of user roles have been proven to be very helpful [129, p. 58f.]. The follow-
ing table describes three personas, each representing an important user role of CAER.

Name and
Role Detail Goal

Kim, project
representa-
tive

A researcher who has been working together
with their team of four colleagues to build
a new online CS game that builds on HC
to solve their current data analysis problem.
Kim has never build a HC-based CS game be-
fore.

Would like to undergo
ethical review with
their new project before
launching it.

Irene, IRB
expert
(trustee)

An IRB reviewer with many years of experi-
ence for whom ensuring ethical and responsi-
ble research is a matter of the heart but who is
sometimes overwhelmed with the large num-
ber of applications.

Would like to carry out
the ethical review consci-
entiously and carefully.

Lars, com-
munity
representa-
tive (trustee)

Father of two children who works in a
medium-sized company in Cleveland and
lives in a suburb. In his leisure time he enjoys
contributing to online CS projects, especially
those that focus on environmental issues in
his surroundings.

Meaningfully contribute
to research that could
have a positive impact on
the environment and his
family’s conditions of liv-
ing; to contribute to keep-
ing ethical guidelines up-
to-date so that he and
his fellow citizen scien-
tists are protected and
well represented.

These personas help make the user stories presented in the following more meaningful
and build a basis for discussing the new CAER system in its different development stages
[129, p. 58]. A full implementation of the CAER system is not developed in the scope of
this work, nevertheless the personas and user stories may also facilitate future research and
work on this new system.

5.1.2 User stories

This section describes the epics and user stories for the new CAER system. User stories are a
helpful planning tool, since each user story refers to a specific functionality, meaning some-
thing a user would perform in a given situation [129, p. 36]. The user stories outlined in
the following build on the above described personas and follow the properties defined by
Bill Wake [130] and discussed by [129]. These properties can be summarized with the ab-
breviation INVEST: A user story should be independent (they should not be dependent on
other user stories), negotiable (user stories are not requirement specifications but support
discussion), valuable (for users and/or customer), estimable (developers should be able to
estimate scope and effort needed to implement story), small, and testable [130]. Epics, by
comparison, are somewhat more extensive and more general, and are therefore well-suited
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as a high-level point of departure. Therefore the epics are described first, and subsequently
specified into user stories, for both user roles.

These epics and user stories have been derived to varying degrees from user and expert
interviews (see chapter 6), secondary research (see chapter 2) as well as my own first-hand
experience with the ethical review process with IRBs in the US.

The first epic to be described refers to the user role of a project representative such as
Kim:

As project representative Kim would like to know if their new HC-based CS
projects fulfills current ethical guidelines.

User Stories for project representatives:

• 1a) Kim wants to enter their project details so that it is simple and it does not cost
them too much time.

• 1b) Kim wants to be able to follow the decision-making process so that they can im-
prove their project to meet the requirements.

• 1c) Kim wants to be able to discuss open questions with the reviewers to make sure
they understand the reviewers’ reasoning.

• 1d) Kim wants to be able to appeal so that they can express their thoughts if they
disagree with a decision.

The second set of epics refers to the user role of a trustee and can be divided into a
individual epic each for Irene and Lars:

As trustee Irene would like to carry out the ethical review conscientiously and
carefully.

User Stories:

• 2a) Irene wants to have all relevant information about a project available so that they
can carefully evaluate the project on the basis of current ethical principles.

• 2b) Irene wants to spend as little time as possible with the review of already known
issues so that they can focus on new issues for which there exist no ethical answer.

• 2c) Irene wants to be able to adapt ethical issues or rules if they are outdated or do
not fit current ethical understandings.

As trustee Lars would like to contribute to the establishment and maintenance of
ethical guidelines to ensure these are suitable for the field of research the CS project

he participates in and that his participant voice is being heard.

User Stories:

• 2d) Lars (as well as Irene) wants to be able to add new ethical issues if ethical prob-
lems arise in projects that have not been considered in the ethical principles so far so
that they can ensure that the ethical principles applied to the review of new projects
meets are suitable.
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• 2e) Lars wants to review new suggested ethical issues and rules before they are in-
cluded in the ethical guidelines to make sure the community’s values are being con-
sidered.

These user stories effectively correspond to the main functionalities the CAER system
should have to meet the needs of the user roles. From these, it is now possible to derive the
requirements and specifications for the new ethical review process with CAER which will
be described in the following section.

5.1.3 Workflows for ethical review with CAER

At the core of CAER are the following four main workflows:

• Project submission and automated review

• Manual project review

• Managing ethical guidelines – change requests

• Managing ethical guidelines – change approval

Additionally, miscellaneous workflows such as user management and notification may also
be needed for a “real-world” implementation of such a system, but for the sake of brevity
these are not further described here. In the following, each workflow is described to pro-
vide a better understanding of the envisioned system and its main functionalities. On this
basis, further technical details are subsequently be described in the functional specification
and requirements in section 5.2. The described system aimed at is a “minimum viable”
form of the envisioned collaboration platform that focuses on the main system function-
alities for the review of HC-based CS projects. “Minimum viable” in this context simply
means that the system (or rather, its description) should capture all core required work-
flows to make an evaluation and limited practical application possible, but that for large-
scale use in the real world, additional features and specification may be required that is
omitted in this work.

5.1.3.1 Workflow 1: Project submission and automated review

Kim, who wants to undergo ethical review before conducting a research project or study
registers to (or, if they have used the platform before, logs in) to the platform as project
representative. When starting a new review process, they are presented with a form of
questionnaire in which are asked to first provide information on their project and then to
respond to questions. One question is presented at a time, and the next question is sub-
sequently presented depending on the specific response provided and the importance of
specific ethical issues to the research domain and form of the project1.
Once all relevant questions have been responded to by Kim, the outcome of the automated
ethical review is presented. Kim’s project is either accepted under the current ethical guide-
lines, or it is rejected if the project does not meet the requirements for ethical approval. Both
results are preliminary, which means that projects will only be finally accepted or rejected
after a second review by a human expert.
Project representatives have the possibility to request more information on the decision
process. In this case, the history of their question-response flow is displayed, with addi-
tional information on each question-response pair. For example, for the question of “Does
the project collect and store the date of birth of users?”, an information box may explain
that it is currently understood to be problematic to store the date of birth of users, since

1The underlying customized rule engine is described in subsection 5.2.4.
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this forms sensitive personal information and that instead, it would be better to store the
current age, which ensures the privacy of the users. With this information, project represen-
tatives gain a better understanding of ethical issues (educational value). If their project is
rejected by the automated evaluation, project representatives like Kim can decide to revise
their project based on the provided information and re-submit it at a later time, or, if they
do not agree with the outcome and information provided on a certain question, or believe
that certain questions do not apply to their project, or that some answer-possibilities are
erroneous or incomplete, they can request the modification of existing questions or sug-
gest new ethical issues to be considered in the future review process. This is known as
an appeal, a functionality that is envisioned for CAER but not commonly found in existing
review systems/processes. Such feedback is sent to the trustees, who then review it and, if
they believe it to be valid, incorporate the feedback into the system (up to the point of in
fact reworking existing ethical guidelines and/or the rules with which they are applied).
Once the automated evaluation is complete and the project representative has not decided
to first revise the project and to re-submit it at a later stage, the project information together
with the history of question-response pairs is forwarded to selected human reviewers.

5.1.3.2 Workflow 2: Manual project review

Trustees, such as Irene, who are registered to the platform receive notifications about the
submission of a new research project after they have been automatically evaluated by the
system. If she accepts to review a specific project, she is presented with the project informa-
tion and the history of ethical questions-response pairs provided by the project representa-
tive via the CAER platform. She can now proceed with the review of the project. Since most
known and relevant ethical issues have commonly already been addressed by the system,
she can simply read through these and then focus on potential open questions or issues
that have not been addressed by the system. Trustees provide written argumentation on
the project and their decision to accept or reject the project via the platform. Once a final
decision is made, project representatives are informed via the platform.

5.1.3.3 Workflow 3: Managing ethical guidelines – change requests

To keep the ethical guidelines underlying the automated evaluation up-to-date, trustees,
such as Irene and Lars, can request updates to existing ethical questions or rules or can
suggest new questions to be considered in the automated evaluation together with new
rules. For this purpose, trustees first choose whether they want to either make a change
to the ethical questions, i.e. suggest a new ethical question or update existing questions, or
whether they want to make a change to the rules that specify how the responses to ethical
questions are applied to projects.
If trustees want to update an existing ethical question, they can do so by choosing the ques-
tion from the list of all questions (a search option facilitates finding the question). Updates
can be made by editing the question. All changes receive the status “pending for review”
in order to be tracked and presented to other trustees for review. By providing additional
information on the changes made trustees can explain their motivation to update an exist-
ing question.
To suggest a new question, trustees can simply type the new question in a text field and pro-
vide additional notes in an information box. Once they’ve submitted a new question, the
new question received the status “pending for review” and other trustees will be notified
and requested to review the new suggestion (see workflow 4). Once they have suggested
a new question, trustees will be asked if they would also like to add a new rule related to
the new question. Note that in this initial design on CAER, like in classical ethical review,
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only questions that accept yes, no or N/A as an answer can be used. However, this is not a
fundamental property of CAER and could relatively easily be extended to allow arbitrary
multiple-choice, possibly also numeric or other modalities of answers. In addition, project
representatives have the opportunity to textually explain any potentially relevant context
or nuance around their response that reviewers should consider.
Updating rules follows a similar process. To update existing rules, trustees select the de-
sired rules from the list of existing rules (a search option facilitates finding the desired rule).
They can then directly modify parts of the rule such as exchanging the response values to a
certain question or exchanging a question if the rule consists of two different questions and
corresponding response values. They can also update the operator between the individual
rule elements.
To suggest a new rule, trustees have several possibilities to choose from:

• Trustees can choose the option to create a rule from an existing question and specific
response values. In this case, they can choose from the list of existing questions and
add one or more desired response values. Before submitting the new rule, they can
select, using a checkbox, if the new rule leads to rejection of the to-be-reviewed project
(this is needed so “combined” rules can be created without each “sub rule” by itself
already leading to rejection).

• Trustees can choose the option to create a rule from two existing questions. This
process is similar to the first case, but for two questions. Additionally, trustees have
to choose a boolean operator (“And”, “Or”) to combine the responses to questions.
Before submitting the new rule, they can again select whether the new rule leads to
rejection of a research project.

• A new rule can also be created by combining an existing rule with another question-
response pair. In this case, trustees first choose the existing rule from the list of all
rules and then select a question and the desired response values. These elements are
then combined with an operator before submitting the new rule. Again, trustees can
select via a checkbox whether the new rule leads to rejection of the project.

• Finally, trustees can create new rules by combining two existing rules by selecting the
desired rules from the list of existing rules and combining them with the “And” or
“Or” operator. A single question or rule can also be negated using a “Not” operator.

All of the above described cases include a text box to provide additional information on the
motivation and reason to suggest a new rule.
By providing different options to create a rule but at the same time restricting the process
to one or two elements to combine, this workflow remains easy to understand and ensures
usability. Due to the clear action options this also reduces sources of error. If necessary,
more complex rules can be created by repeating the workflow. The fact that rules can be
composed, i.e. rules can reference other rules, makes it possible that even more complex
requirements can be expressed without making any individual rule overly complex to au-
thor or interpret.
All changes to the rule collection are suggestions, not direct edits. All changes are tracked
and set to “pending for review”. After submission, notifications are sent to other trustees
for discussion and review of the changes. If the changes are accepted, they are subsequently
used in any further automated review of submissions (but not retroactively applied to pre-
viously submitted projects).
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5.1.3.4 Workflow 4: Managing ethical guidelines – change approval

If new change requests to existing ethical questions or rules are submitted, or suggestions
for new questions or rules are made, three trustees2 will automatically be notified and
asked to review the suggestions. Trustees can then review the changes and suggestions
on the interface provided for this purpose by choosing one of the options “accept”, “re-
ject”, “accept under following conditions” and provide explanation as well as, if applica-
ble, change suggestions in a text box. Trustees can then discuss the changes and come to
an agreement. If all trustees accept a change or suggestion, it is included in the current set
of ethical issues, meaning the questions and rules used for evaluation of new submissions.

5.1.3.5 Miscellaneous workflows

The focus of this work lies in developing a new HC-based ethical review process that im-
proves current IRB processes and allows adaptive and more suitable evaluation criteria
(ethical guidelines) for new emergent research fields such as HC-based CS. However, addi-
tionally to the above described core workflows, miscellaneous workflows such as account
creation, user management, communication, platform administration, logging, and notifi-
cation are also necessary. These workflows do not have requirements that are specific to
the envisioned CAER platform but are similar to other web applications. Although these
functionalities are very valuable and important for such a collaboration platform, there al-
ready exist ready-made solutions that can be integrated into the system at a later stage (see
chapter 2).

5.1.4 Miscellaneous requirements

Before turning to the technical specification three additional requirements should be noted.
First, since different users should be able to access the platform from different places and
at any time, the platform will be web-based.
Second, to make the platform user-friendly and accessible for different user groups with
potentially no technical background, it is important to ensure a purely text-based imple-
mentation of the system.
Finally, platform development should follow an open-source approach. Not only has the
review of existing IRB software made clear how difficult it is to understand the review
processes and flows from the software’s description if the software is proprietary, but the
importance of transparency has been stressed by the interviewed experts. To build trust in
the review processes and decisions, transparency has been described to be essential by the
interviewed IRB expert 2 (IRB expert 2: 13–15). Open-sourcing the software is one impor-
tant step into this direction, which can additionally increase resilience of the platform.

5.2 Technical specification

Having described the design and requirements of CAER, in this section the platform is
further specified on the technical level. First, the system architecture, which defines inter-
action between application layer, data model, and business logic, is discussed. Then, the
data model is described and specified with figure 5.2, followed by the specification of the

2For the minimal viable version of the platform, the number of trustees that have to agree to ethical guideline
updates is set to three. This means that in total, four trustees have to agree that a certain change is desirable –
one trustee requesting the change and three trustees reviewing it. In future, to make the system as efficient and
effective as possible, the required number of trustees should likely be derived through experimental testing (see
section on future work 7.4).
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rule engine. Last but not least, to bring together the design, workflows and technical spec-
ification, process diagrams describes the logical flow of the core processes followed within
the application.

5.2.1 System architecture

The system architecture of the CAER platform as displayed in figure 5.1 consists of three
major parts. These are the backend with its rule engine and data layer, the application layer,
which describes the frontend, and data storage.

Figure 5.1: CAER system architecture

The frontend determines how users interact with the system and what they can see.
It communicates with the backend via a JSON-based Application Programming Interface
(API). It consists of 6 main user interfaces:

• A start page with information on the CAER platform and features such as registration
and login options,

• a project representative managing view where researchers can submit their research
projects for ethical review, keep track of submitted projects, and communicate with
trustees,

• a automated evaluation form view where the initial evaluation of research projects
takes place,

• a trustee evaluation view, in which trustees such as IRB experts review and discuss
projects and communicate with project representatives,

• a trustee ethical guideline view for managing the underlying ethical guideline by
updating existing and/or suggesting new ethical issues and rules, and last but not
least

• a repository view which includes a history of all reviewed projects and and reviews
that can be searched.

The backend is in control of all interactions with the data and enforces that “business
logic” is correctly applied, i.e. that no illegal or nonsensical actions. This also means it
ensures that only valid interactions and data are written to the database, since the frontend
could be manipulated or bypassed by malicious users/actors in a web-based application.
Since it describes one of the core aspects of the envisioned CAER platform, the rule engine
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included in the backend is explained in detail in section 5.2.4.

As has been established as good practice, the user interface is decoupled from the back-
end to facilitate collaborative software development and maintenance. Communication
between frontend and backend is therefore managed through stateless APIs. The business
logic forms a mediator between the APIs and the data model. Data, whose properties and
relations are defined by the data model, are stored in a relational database. This imple-
mentation pattern is ubiquitous in web applications today and can be seen as an imple-
mentation of the Model-View-Controller (MVC) pattern, first described at least as early as
1988 [131], but, as a term, commonly applied to this style of web application today [132].
Roughly speaking, in this framing, the data layer and database corresponds to the Model,
the backend represents the Controller, while the frontend can be seen as the View. More
correctly perhaps, the backend and frontend could (or should) be seen to some extent as
a joint implementation of View and Controller (and internally, the frontend also manages
model-like representations), but the emphasis here is on the separation of “business logic,
presentation logic, and request processing” [132] in much the same way as [132] apply the
term.
In the following section, the data model is described in more detail.

5.2.2 Data model

Figure 5.2 summarizes the data model (or schema) in a class diagram with data types and
relations between the different classes. To keep the focus solely on the data model, potential
methods of a final implementation have been omitted from this class diagram. Similarly,
models needed for change management and approval processes have been omitted to fo-
cus on the core information architecture. The design of this data model has been inferred
by careful analysis the user stories and workflows previously described.

The data model consists of the following classes:
Project, which is used to describe research projects or studies that have either been sub-
mitted to the platform (status “under human review”), are currently in submission, which
means that the automated evaluation has not been completed yet (“pending”), or have un-
dergone automated and human review and have either been approved or rejected.
The class User describes a user of the platform who can have the role of a trustee or a
project representative. Each projects refers to the project representative(s) that has/have
submitted the project and trustee(s) who review(s) it.
The class Question includes the individual questions generated from the ethical guidelines
and is connected to Response.
Response describes the responses to specific questions provided by the project representa-
tive for a specific project. In accordance with current IRB forms, response options (Respon-
seValues) are “Yes”, “No”, or “N/A” (Not Applicable).
Finally, a Rule is a connection between either a) a question with a specific response values,
b) two questions with specific response values each, c) an existing rule and a question with
a specific response values, or d) two different existing rules. The operators between the
elements of b) to d) can be the logical “And” or “Or”.
Users are only allowed to either

• fill a question-id and response values

• or rule-ids and operators.

The operation type “Not” may only be used for a single rule, i.e. it is a unary operator.
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Figure 5.2: Data Model UML class diagram

5.2.3 API Specification

The following section provides possible API specifications using JSONSchema3 format for
input and output data models. In the following the APIs for project management, question
management, and rule management are described in individual subsections. Input and
output schemas are listed for each route where applicable (some routes may return only
integers or require no inputs). In a final implementation, all APIs should be authenticated
and access controlled for the current user, but details of such an authentication/authoriza-
tion scheme are not reflected in this specification. The miscellaneous workflows may also
require further specific APIs which are omitted from the following.
APIs are required for project management, question management and rule management.
All endpoints for the individual APIs are defined in the following subsections.

5.2.3.1 Project management API

The project management API is an HTTP-based JSON service that is used to create, read,
update and delete projects throughout their lifecycle. It creates a new project, stores them
to the database, and returns the created project data in JSON format.

Endpoints for the project management API are described in the following tables4.

3https://json-schema.org/ [Accessed: Sept. 11, 2022].
4In order for the specifications to fit on the pages, references to named schemas via $re f were not always

resolved. A full list of all schemas can be found in appendix A.1

https://json-schema.org/
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Path /projects/
Description Fetches a list of all projects this user is allowed to see.
Method get
Output schema

{
"type": "array",
"items": {
"$ref": "#/components/schemas/Project"

}
}

Path /projects/
Description Create Project
Method post
Input schema

{
"required": [
"name",
"description",
"user_id"

],
"type": "object",
"properties": {
"name": {
"title": "Name",
"type": "string"

},
"description": {
"title": "Description",
"type": "string"

},
"user_id": {
"title": "User Id",
"type": "integer"

}
}

}

Output schema
{
"$ref": "#/components/schemas/Project"

}
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Path /projects/{project id}/response
Description Submit Response
Method post
Input schema

{
"required": [
"project_id",
"question_id",
"response_value"

],
"type": "object",
"properties": {
"project_id": {
"title": "Project Id",
"type": "integer"

},
"question_id": {
"title": "Question Id",
"type": "integer"

},
"response_value": {
"$ref": "#/components/schemas/ResponseValue"

}
}

}

Output schema
{
"$ref": "#/components/schemas/Response"

}
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Path /projects/{project id}
Description Update Project
Method put
Input schema

{
"type": "object",
"properties": {
"name": {
"title": "Name",
"type": "string"

},
"description": {
"title": "Description",
"type": "string"

}
}

}

Output schema
{
"$ref": "#/components/schemas/Project"

}

Path /projects/{project id}
Description Delete Project
Method delete
Output schema

{
"type": "integer"

}

5.2.3.2 Question management API

The question management API is an HTTP-based JSON service that is used to create, read,
update and delete questions throughout their lifecycle. It creates a new question and re-
turns the created question as JSON.

Endpoints for the question management API are described in the following tables.
Path /questions/
Description Fetches a list of all questions.
Method get
Output schema

{
"type": "array",
"items": {
"$ref": "#/components/schemas/Question"

}
}
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Path /questions/
Description Create Question
Method post
Input schema

{
"required": [
"question"

],
"type": "object",
"properties": {
"question": {
"title": "Question",
"type": "string"

}
}

}

Output schema
{
"$ref": "#/components/schemas/Question"

}

Path /questions/{question id}
Description Update Question
Method put
Input schema

{
"type": "object",
"properties": {
"question": {
"title": "Question",
"type": "string"

}
}

}

Output schema
{
"$ref": "#/components/schemas/Question"

}

Path /questions/{question id}
Description Delete Question
Method delete
Output schema

{
"type": "integer"

}
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5.2.3.3 Rule management API

The rule management API is an HTTP-based JSON service that is used to create, read,
update and delete rules throughout their lifecycle. It creates a new rule and returns the
created rule as JSON.

Endpoints for the rule management API are described in the following tables. As can be
seen from these tables, the rule management API also constraints the possibilities for users
to create rules as has been defined in the data model to make sure that only valid rules can
be created.

Path /rules/
Description Fetches a list of all rules.
Method get
Output schema

{
"type": "array",
"items": {
"$ref": "#/components/schemas/Rule"

}
}

Path /rules/
Description Create Rule
Method post
Input schema

{
"required": [
"rule"

],
"type": "object",
"properties": {
"rule": {
"title": "Rule",
"anyOf": [
{
"$ref": "#/components/schemas/QuestionRuleCreate"

},
{
"$ref": "#/components/schemas/DerivativeRuleCreate

"
}

]
}

}
}

Output schema
{
"$ref": "#/components/schemas/Rule"

}
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Path /rules/{rule id}
Description Update Rule
Method post
Input schema

{
"required": [
"rule"

],
"type": "object",
"properties": {
"rule": {
"title": "Rule",
"anyOf": [
{
"$ref": "#/components/schemas/QuestionRuleUpdate"

},
{
"$ref": "#/components/schemas/DerivativeRuleUpdate

"
}

]
}

}
}

Output schema
{
"$ref": "#/components/schemas/Rule"

}

Path /rules/{rule id}
Description Delete Rule
Method delete
Output schema

{
"type": "integer"

}

5.2.4 Customized rule engine

Since the rule engine forms one of the core aspects of the CAER platform, a minimum
version of the required rule engine that fulfills all necessary but only those necessary re-
quirements for the review system is described in this section.

The rule engine is key for ensuring effective and efficient project review. It evaluates
which questions should be presented to the project representative and in what order. As
became clear in chapter 4 a current problem of ethical review of HC-based CS projects is
that they are evaluated on the basis of a catalogue of question which had been developed
for different fields and therefore may include questions that not not apply to HC-based
CS and at the same time miss others that could be relevant. To make the ethical review
process more efficient, only those questions should be asked that are relevant to a certain
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project. Thus, the rule engine should evaluate after each question which question to pose
next based on the last answer provided by the project representative. Predicting or infer-
ring the next question is therefore one of the core functionalities of the suggested adaptive
system. An early consideration in the design of the rule engine component was to rely
on existing rule engine solutions or even logic-based programming languages such as Pro-
log, as the design of these systems usually assumes the presence of all responses before
the evaluation of a given rule, rather than being designed towards interactive selection of
the “most efficient” question to pose next, this approach did not turn out to offer tangible
benefits over one where the rule engine of CAER is custom-built according to the criteria
outlined here. It is also the case that, for prototyping such a rule engine, a simple smart
form design is sufficient (even though this requires more manual work in setting up the
rule conditions than a full implementation might).

The purpose of the rule engine is to evaluate a project according to the underlying ethi-
cal issues (questions & answers) and rules. This is achieved via the following basic process
and conditions:

• Each question and response pair is individually posed to the user and immediately
evaluated, so that according to the last question and response pair, the ideal next
question will be posed (and has to be answered by the project representative). “Ideal”
here can refer to different objectives, but for simplicity it can be assumed that the ideal
next question is the question with highest expectation that the project representative’s
response may lead to the project being rejected. Similarly, an “ideal” question is al-
ways a question that actually needs to be answered at all - if the question/response
pair in question is only used in a rule (or multiple rules) that logically cannot be ful-
filled anymore based on previous responses, that question should not be posed to
users at all.

• Implied in this is the fact that all submitted rules in the system correspond to a con-
dition under which the outcome “further review necessary/ denied” would be as-
signed in an evaluation. This is to make the goal of the system well-defined (“pose
those questions first that are most likely to lead to rejection”), as well as to prevent
contradictions to be introduced into rule system by its users, as a mixture of positive
and negative rules is unnecessarily confusing and may easily lead to incorrect states.

• Trustees therefore only add rules describing problematic submissions, meaning com-
binations of issues that would resolve in “further review necessary/denied” or “con-
nection” rules which are meant to form parts of more complex rules that lead to re-
jection of a project.

• Correspondingly, if all rules are unfulfilled (which generally does not require users to
answer all possible questions, only some set of questions that can be inferred to make
all rules impossible to fulfill), the project is evaluated as acceptable (pending a final
human confirmation).

The following example further illustrates how rules can be added by trustees to ensure
the rule engine only has to follow the solution “further review necessary/ denied”:

Given the following ethical issues:
I: Issue “collect personal information” with answer “yes”
II: Issue “personal information will be anonymized” with answer “no”

A following new rule could now be introduced:

I AND II → “further review required/project rejected”
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The following forms a counterexample for a new rule that would not be accepted by the
system:

I: Issue “collect personal information” with answer “yes”
II: Issue “personal information will be anonymized” with answer “yes”

The following rule would not be directly expressible in the system:

I AND II → “project approved“

Instead, the following rule could be written:

(NOT I) OR (NOT II) → “project rejected”

In classical ethical review, questions can implicitly have subquestions, but even if the
“parent” question implies a certain response to the subquestion, both responses are usu-
ally required. In CAER, subquestions are not explicitly formulated as such but rather result
from a rule combining the “parent” and “child” question. To ensure that such sub-question
are not asked before their corresponding parent question, trustees may need to specify the
order of such pairs of questions, as that order cannot necessarily always be inferred through
the conditional structure itself. For example, if question B is a subquestion of question A,
and either response to question A is acceptable as long as the response to B is negative
(but negative response to A implies that the response to B must be negative anyway), in
CAER there would be a rule (NOT A) AND (NOT B) → “project rejected” which sufficiently
captures the negative outcome. For simplicity and assuming no other factors influencing
this scenario, it can be assumed that CAER will ask A first simply because it occurs before
B in the above rule (but if a positive response to A is given, the entire rule can be assumed
unfulfillable and question B is not asked). Future work could include investigation of more
advanced approaches, such as statistical analysis that helps determine which question be-
tween A and B is expected to lead to a “quicker” evaluation based on past responses.

As has been described in chapter 2, there exist so-called “smart form builders” that
allow to create basic versions of rule engines with conditional logic. For better understand-
ing of the rule engine and for evaluating its functionality, a proof-of-concept prototype has
been developed with Airtable and will be described in chapter 6. As will become clear, ex-
isting platforms have limitations that do not allow to develop the CAER platform with all
its functionalities. However, they are still a good starting point for validating the idea.

5.2.5 Workflow process diagrams

To bring together the design of the platform, its workflows, and the technical specification,
the following workflow process diagrams (5.3, 5.4, 5.5) describe the main information and
process flows of CAER. In these diagrams, swimlanes represent users (via their roles) using
the system as well as the CAER system itself.

5.3 Discussion of CAER design

In this chapter, the CAER platform has been introduced with regards to its design, the main
technical requirements, and its technical specification. Compared to existing ethical review
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Figure 5.3: Process diagram for project evaluation

system platforms, CAER allows for dynamic adaptation to the specific requirements and
ethical considerations of different research fields, such as, for example, HC-based CS, by
including functionality to keep ethical guidelines up-to-date. Moreover, it improves the
review process for the main user groups (trustees and project representatives) by build-
ing on a HC approach to semi-automa-tically evaluate projects based on a rule engine and
the adaptive ethical guidelines (and final human review). This not only makes the re-
view more suitable as such, but also more efficient for project representatives who do not
have to spend time with replying to questions that are not relevant or outright redundant.
Moreover, the automated evaluation of research project before IRB experts take over allows
them to focus on new and unexplored ethical issues that might come up in new research
projects and do not loose time with administrative or formal aspects and well-known eth-
ical issues, since these have already been addressed by the automated system. By keeping
humans in-the-loop of the automated evaluation while at the same time continuously re-
fining the underlying rule engine, the platform keeps adapting and improving. After the
theoretical introduction and description of the platform the following chapter now turns to
testing and evaluating this approach.
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Figure 5.4: Process diagram for updating issues and rules

Figure 5.5: Process diagram for appealing evaluation decisions



CHAPTER 6

Validation of the new CAER system

6.1 Overview

This chapter describes the empirical validation of the envisioned new CAER system and
its design. Since ethical review itself forms a complex process and the CAER platform
addresses various aspects if its improvement, it is beyond the scope of this work to imple-
ment, test and evaluate a complete functional prototype of CAER. The aim of this work is
to focus on the core features of CAER, which introduce new processes and functionalities
to the ethical review process as described in chapter 5. More specifically, the following as-
pects are evaluated and validated in this chapter: The automated and dynamic evaluation
of research projects and the maintenance and dynamic adaption of ethical guidelines by
trustees.

To validate these main features, the following approach has been taken. Two proof-of-
concept prototypes have been developed using Airtable (see chapter 2). These are tested
and evaluated with a total of 12 test users as well as 2 IRB experts. In order to ensure
comparable results of the test runs, concrete test scenarios have been developed which
function as example research projects to be used during testing.
To validate that the CAER system more generally meets the application domain’s needs
and actually introduces what would be seen as improvements to ethical review in the U.S.,
qualitative interviews with two IRB experts with long-term experience in this area have
been conducted, which allow to better grasp the bigger picture.
In the following, two possible test cases are presented, followed by a detailed description
of interview questions, survey design and prototype development. Then, the sample of
test persons is briefly described, before the results for the two prototypes are discussed
separately. Finally, a summary of the validation results is given and discussed.

55
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6.2 Case studies for validation

To evaluate the new CAER system and to ensure comparability of results, four possible
case studies were designed, two of which are outlined in the following.1 The selected
test cases build in part on my own experience at the Human Computation Institute and
present real existing or currently-under-development HC-based CS projects, which have
been slightly modified for application in this work. The modifications are restricted to ad-
ditionally added details to facilitate the evaluation process for test users. For example, even
if such details were not fully defined in the real study, information on how participants are
to be acknowledged in publications and how research results would be shared with them
have been added to their descriptions here. The real project of the human-AI partnership
test case has already undergone IRB review. This allows to include experiences with the
current ethical review process by including questions from the original IRB review form in
the design of the ethical evaluation form proof-of-concept. Moreover, designing example
case studies from the context of the Human Computation Institute had the advantage that
details on the case studies, which are not always publicly available, could be incorporated
for evaluation purposes.

The validation sample size of 14 test users was selected as to not exceed the feasible
scope of this master thesis, since the validation procedure itself was time intensive and
further supplemented with qualitative analysis of the conversations with test users. While
a larger validation regime may yield further insights, I believe the user testing conducted
as part of this work is certainly sufficient to gain significant insights into the potential use
and helpfulness of the CAER system. Of the 14 test users, the two IRB experts provided
feedback on the prototypes without going through the full testing procedure, and two other
test users evaluated the prototypes following the testing procedure but with their own HC-
based CS projects rather than the example case studies presented here. See section 6.3.4 for
more detail on the group of test users. In total, 5 test users were presented with case study
1 6.2.1 and 5 test users with case study 2 6.2.2, allowing a fair comparison of results.

Except for minor corrections, the descriptions of case studies presented below are re-
produced verbatim to the descriptions that test users were given. That is to say: they are
to be read as brief descriptions of research studies for which the test user will subsequently
seek ethical approval.

6.2.1 Example case study 1: Human-AI partnership experiment in Stall
Catchers

This case study is derived from a collaborative research study between the Human Com-
putation Institute and Microsoft Research [133]. Stall Catchers is an online CS project, devel-
oped by the Human Computation Institute, in which participants contribute to Alzheimer’s
disease research conducted at a biomedical engineering laboratory at Cornell University by
analyzing research data presented in a game format. Participants are presented with short
movie sequences depicting blood vessels in the brains of mice and are asked to decide
whether a selected blood vessel is flowing or stalled. Combining humans and machines to
solve this analysis problem has proven to be very effective for Stall Catchers [134]. With the
goal of better understanding how Stall Catchers can be made even more effective for solving
the scientific problem to which it is dedicated and to make it more engaging for users, sce-
narios examining player performance in response to modification of user experience have
been developed. To conduct an experiment, a sandboxed version of Stall Catchers has been

1The other two case studies were not ultimately used during validation and can be found in the appendix A.2
for future work and testing.
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deployed in a separate environment so as not to influence actual research data. The aim of
the experiment is to find out how the involvement of AI-bots assisting human participants
in analyzing data influences the performance of humans and human-AI partnerships.

The experiment is designed as follows: Participants must first agree to the Terms and
Privacy policy of Stall Catchers to register and then must actively agree to participate in the
experiment. They confirm that they have read the consent form by activating the checkbox
“I agree to participate” and indicating their date of birth (which is not stored but used
only for restricting access for minors without parental consent and triggering the parental
consent process) and clicking on the “begin” button. For individuals under 18 to participate
in the experiment, parental or legal representative’s consent via email is required.

Participants perform the same task as in the main Stall Catchers game, with the differ-
ence that they do not gain points and are asked to answer additional questions. Further-
more, an AI-assistance algorithm represented as a robot icon on the user interface points
to one of the response options indicating its own predicted response. Participants can then
make their choice accepting the AI recommendation or rejecting it. There are 4 different
stages of the experiment. each of which consists of a certain number of movies to analyze.
In each stage, different settings are used, and the sensitivity of the AI system is tuned to
analyze the settings’ impact on human and human-AI performance, as well as on how par-
ticipants incorporate the suggestions. After each stage participants are asked to answer
questions about their perceived own performance and the performance of the AI-assistant.
After the last stage additional questions about their experience with the AI-assistant were
included. In total, participation in the experiment should not exceed one hour and partic-
ipants are free to take a short break in-between or to opt-out at any time. The first time
participants contribute to the experiment, before the first stage, they are presented with an
instruction page describing the experiment.

Publications resulting from this experiment will include Stall Catchers participants as co-
authors and link to the list of usernames who contributed to the experiment. If participants
do not want to be included in this list, they can opt-out via email. Moreover, aggregate
results will be published in newsletter and online blogs and a link to them shared in the
forum and in-game chat of Stall Catchers to make sure participants will be able to access the
results. The AI model will not be publicly shared.

An open and public call for participation will be shared via the Stall Catchers platform.
To participate, a computer or mobile device with internet connection is necessary. The
experiment will be accessed via a web browser. The experiment will not pose any risks
to participants beyond any normal risks associated with playing an online game. There is
no medical research being conducted on the participants. The experiment only collects the
email address as personally identifiable information of participants which will be stored
on secure database servers. Server-to-server communication is encrypted with RSA.

6.2.2 Example case study 2: CrowdMeter

The third example case study is not an online game compared to the first two examples.
In 2020 the Human Computation Institute started working on a response to the COVID-
19 outbreak to allow people to actively avoid crowded spaces and thereby contributing
to lowering transmission of viruses in society. CrowdMeter is a navigation app for mobile
devices with the goal to reduce risk of transmission of COVID-19 in local areas [135]. Based
on the assumption that crowded spaces increase the risk of transmitting viruses during an
outbreak, CrowdMeter allows individuals to make decisions about where to buy groceries
for example and helps to choose alternative destinations that is less crowded to minimize
COVID-19 exposure risks [136]. CrowdMeter presents sets of similar destinations and for
each destination is displays the respective risk of transmission (see figure 6.1). Additionally,
it also displays times and predicted crowdedness at a certain time. This way, users can
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set their expected arrival time and see how crowded it will be by then. The color green
indicates no or little crowding, the color yellow describes that it is getting more crowded,
and red means very crowded [137].

Figure 6.1: The Crowdmeter App ©Human Computation Institute 2022

CrowdMeter’s algorithms are informed by previously conducted epidemiological and
behavioral agent-based simulations [136]. These simulations showed that exposure rates
could already be remarkably reduced if only 10 percent of the population of Ithaca, NY,
the city where CrowdMeter was first launched, would use the app. With the support of
the ASPEN technology Hub a collaboration of the Human Computation Institute together
with researchers from Harvard University, ETH Zurich, Microsoft Research and Cornell’s
College of Veterinary Medicine conducted the initial research on CrowdMeter’s potential
influence and to evaluate safety and plausibility of CrowdMeter’s idea [136]. The app was
subsequently developed by the Human Computation Institute. Microsoft Research assisted
with the development of the algorithms predicting future crowdedness.

With the release of the CrowdMeter app in Ithaca, NY, the goal is to collect feedback
on user experience, to test the app’s predictions and to better understand the impact of
CrowdMeter on exposure to viruses in the real-world [137]. Except for the results of the
simulations there do not exist any results on the latter.

CrowdMeter is available on iOS and Android. Participation is voluntary and participants
can opt out at any time. Participants have to agree to the terms and conditions by marking
a checkbox to use the app. They are informed about how their data will be used [135].
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The use of CrowdMeter will not pose any personal risks to participants beyond any normal
risks associated with using mobile apps and users decide for themselves where they prefer
to go. However, it is not clear what would happen if all inhabitants of a city would use
the app. It is for example conceivable that CrowdMeter’s approach could backfire because
everybody would choose the same alternative destination. There is no medical research
being conducted on the participants. The collected data is anonymized including usage
data (such as location data and times and user feedback) and stored on secure database
servers [135]. If participants decide to opt our, they can request to have their data removed.

6.3 Validation Procedure

6.3.1 Prototype design for first workflow: automated evaluation

To evaluate core aspects of the new ethical review process, a prototype for the automated
evaluation of HC-based CS projects has been implemented with Airtable (see 6.2 and 6.3).
This prototype implements one part of the envisioned collaborative and ethical review plat-
form, namely the automated evaluation of projects. This is a key aspect of CAER that is
particularly meant to improve the adaptivity and efficiency of ethical review. As has been
discussed in chapter 2, current smart form builders allow the usage of conditional logic to
only present questions relevant to a specific project dependent on the answers provided by
a user. However, it is not possible to implement prediction based on previously evaluated
projects and the project description into existing solutions which would additionally im-
prove the adaptivity and efficiency of the ethical review. Hence, the presented prototype
does not fully represent the envisioned functionalities, but it can nevertheless be used for
the evaluation of the new approach.

For the prototype, a “smart” form (“dynamic form” in the following) was implemented
with questions based on IRB submission forms. In total, 25 questions have been included,
of which not all had to be answered in the dynamic form, as some “rules” make certain
questions redundant under some circumstances (the included questions can be found in
the appendix A.3). Dependent on the example test case applied, only those questions that
were relevant to the test case therefore had to be answered in the testing procedure.
Since the aim is to evaluate the functionality of the prototype it is not strictly necessary
to include all questions usually presented in IRB forms. Moreover, while project repre-
sentatives in CAER would first have to provide information on the to-be-reviewed project
including for example project objectives, background and research questions similarly to
current IRB processes, this has been neglected in this prototype for testing purposes. There-
fore, it has to be noted that the results of the automated ethical evaluation conducted with
the prototype do not present “real-world” outcomes.

To compare the new approach with the current IRB process, a second form has been
created (also using Airtable), which includes the same questions as the dynamic form, but
does not include the conditional logic used to show questions that are contingent on pre-
vious responses (see 6.4). Test users therefore had to answer all 25 questions in this form.
Test users were asked to fill in both the “smart” dynamic form and the “classical” static
form, enabling the comparison of the user’s experience with both forms and evaluation of
the value of the new approach (without the prediction functionality).

Test users with experience in IRB review and/or (HC-based) CS either as IRB experts
or project representatives were asked to fill in the forms based on a project for which they
have or aim to seek ethical review (as noted above, two test users decided to do so). Test
users without experience with IRB review as project representatives received a description
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Figure 6.2: Excerpt of the dynamic ethical evaluation form prototype

of one of the example case studies and were asked to subsequently fill in both forms ac-
cording to the provided information.

To give an example of the qualitative design of the case studies in relation to the ques-
tions posed in the forms: the user experience of the two forms when considering case study
1 (Human-AI partnership experiment in Stall Catchers) differed in their possible scope. In
the “classical” IRB application, questions on physical training of the Principal Investigator
had to be answered even though the research would be entirely carried out on the inter-
net, i.e. even though these questions did not apply to this specific project, they had to be
answered nevertheless. With the dynamic ethical evaluation form, project representatives
would not have to answer questions focused on clinical research.
This prototype allows to further substantiate the approach and the results of this research
and to help interview participants imagine the new collaborative and ethical review pro-
cess.

6.3.2 Prototype design for second workflow: maintaining ethical guide-
lines

To make the review process more dynamic, efficient, and suitable to the field of HC-based
CS, trustees should have the possibility to keep ethical guidelines up-to-date by making
edits and changes to existing questions and rules that are processed by the rule engine,
but also by suggesting new ethical issues and rules. This way, ethical issues that get in-
troduced with new emergent technologies or the development of HC systems for example
can be included in the evaluation to make sure ethical review covers all important aspects
of research projects. To test this new feature of maintaining ethical guidelines, a proof-of-
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Figure 6.3: Excerpt of the dynamic ethical evaluation form prototype. The next question is
presented according to the provided answer to the previous question.
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Figure 6.4: Excerpt of the static (“classical”) ethical review form. All questions are pre-
sented at once and have to be answered independent of the to-be-reviewed project’s do-
main.
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concept prototype has been built, again using Airtable (see chapter 2). A notable difference
to the prototype developed for the first workflow is that this prototype relies on Airtable’s
Interfaces functionality, which enables the development of interactive user interfaces that
enable users to both read data from and write data to an underlying relational database
(as opposed to a form, which only writes a single row of data on submission) [138]. On
the landing page of the interface, (see figure 6.5), users can choose whether they want to
update an existing or create a new ethical question or to update an existing or create a new
ethical rule.

Figure 6.5: CAER: User interface of the startpage for maintaining ethical guidelines

If users choose to update existing or create new ethical questions, they are redirected to
the interface for maintaining questions (see figure 6.6) where they are able to update exist-
ing ehtical questions, as well as create new ethical questions by clicking the corresponding
button on the upper left side (which opens a form for adding a new question).

Existing ethical questions are displayed on the left side in a scrollable and searchable list
element. To update existing questions, users can simply choose the corresponding ques-
tion, change the description text in-line, and explain their changes in the text box below.
Changes are stored automatically but not directly included into the existing questions.
Instead, all changes are automatically tracked and the status of the updated question is
changed to “pending for review” in the background. This would then trigger the mecha-
nism to send out notifications to other trustees to review the changes before they get ac-
cepted into the current set of ethical questions. Note also that newly submitted and edited
questions are not at all propagated to the form of the prototype for the first workflow -
this is an important difference to how a real implementation of CAER would function. The
two prototypes are totally isolated here, in a real implementation changes from this second
workflow eventually have an impact on the questions presented to project representatives
for the automated evaluation.

As mentioned above, upon clicking on the button on the upper left side, users are redi-
rected to the user interface to create a new question (see figure 6.7).

Here, users can simply type their new question together with some explanation text and
choose what answer options should be possible (“Yes”, “No”, “N/A”). In a real implemen-
tation of CAER, upon submitting the question, a mechanism to inform other trustees about
the submission and request a review of the change would be triggered. Correspondingly, a
new question would only included in the active set of ethical questions if enough trustees
approve it, but as explained this dynamic does not apply to the prototype as implemented
here.
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Figure 6.6: CAER: User interface to maintin ethical questions

After submission, users are led back to the user interface for maintaining ethical ques-
tions. If they want to create new or update existing rules, they can either go to the desired
user interface by clicking on one of the buttons on the upper right side (see figure 6.6) or
by going back to the main interface by navigating via clicking on the CAER symbol in the
upper left corner.

On the user interface for maintaining rules (see figure 6.8), users can either update ex-
isting rules or go to the user interface to create a new rule by clicking on the button in the
upper navigation bar, in much the same way as for question management. Again, current
ethical rules are displayed in a scrollable and searchable list view on the left side. To up-
date a rule, users can change the description of the rule in-line. Additionally, users can
also change the status of a rule by for example “disabling” a rule. This means that the rule
should no longer be considered by the rule engine. As with question management, a real
implementation of CAER should store any changes as preliminary and trigger the corre-
sponding review mechanisms.

To create a new rule, users can navigate to the dedicated user interface by clicking on
the button on the upper navigation bar (see figure 6.9.

On the user interface to create new ethical rules, users first have the option to choose
what kind of rule they want to create. They can choose whether the new rule is about 1)
connecting an ethical question with a specific answer, 2) connecting two ethical questions,
3) connecting an ethical rule and a question, or 4) connecting two ethical rules. With these
options, the system is very flexible and allows the creation of all possible combinations
and for building very complex rules in an intuitive step-by-step way. If users choose the
“about”-type of the rule, corresponding new options appear as shown in figure 6.10 with
the example of connecting an ethical question with a specific answer.

Users can choose from the searchable list of ethical questions and answer options to
connect these. Finally, they can select the option “leads to rejection”, if the combination of
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Figure 6.7: CAER: User interface to create new ethical questions

Figure 6.8: CAER: User interface to maintain and update ethical rules
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Figure 6.9: CAER: User interface to create ethical rules

the chosen ethical question and answer leads to the rejection of the project under review
(see figure 6.11). The availability of this choice is required to enable the construction of
more complex rules that combine multiple binary rules, where some included single binary
rules by themselves should not lead to rejection.

The other forms of rules are created in a similar way. To connect questions or rules,
users can additionally choose the rule type to be a logical “AND” or “OR” (see figure 6.12).

6.3.3 Survey design

To gain insights into user experience of the two prototypes but also a domain-specific un-
derstanding of the CAER system in general, semi-structured qualitative interviews were
conducted. The advantage of semi-structured qualitative interviews is that they allow for
the inclusion of follow-up questions and generally for asking open questions so that inter-
view partners have the possibility to freely express their thoughts and experiences. Test
persons tested the two prototypes one after the other, and for the first prototype, they also
answered two different forms subsequently. After each form, they were asked to answer a
few questions about their experience. However, after having completed both forms, they
might change their perspective on the first form. For example, they might rate the experi-
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Figure 6.10: CAER: User interface to create ethical rules, choose from existing ethical ques-
tions

ence of the first form better before having completed the second form. An oral, qualitative
interview allows to discuss this and to re-visit the responses without overriding the initial
responses.

Two different questionnaires were developed: One for IRB experts which focuses more
on the current ethical review process in the U.S. and how the CAER platform could help
improve this, and another questionnaire for test users, which focuses more on the experi-
ence with the prototypes.2.

The interviews were conducted via Zoom3, audio-recorded and subsequently transcribed.
The average length of the interviews was approximately 1 hour, with the shortest being 47

2Both questionnaires are attached to this thesis, see appendix A.4
3https://zoom.us [Accessed: Sept. 11, 2022].

https://zoom.us
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Figure 6.11: CAER: User interface to create ethical rules

minutes and the longest 128 minutes. Whenever possible, test users shared their screen
during testing, which allowed me to follow closely how they interacted with the proto-
types. In the case of the two IRB expert interviews, I shared my screen to present the
prototypes. To ensure the privacy of the test users and IRB experts, all personal informa-
tion has been anonymized in this work. In the following, quotes from the interviews have
been slightly edited to improve readability but never substantially altered. One interview
was conducted in German and translated by myself.

Besides the 10 semi-structured interviews and testing sessions, four additional remote
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Figure 6.12: CAER: User interface to create ethical rules

testing sessions where test users were given written instructions and returned their re-
sponses in the form of written questionnaires were also conducted and are included in this
work. This slight change in methodology had to be taken due to time constraints. Never-
theless, the design of the task was as close as possible to that of the synchronous testing
sessions, ensuring the comparability of results from both groups.
In total, both example case studies presented in section 6.2 were applied five times each.
Two participants used their own HC-based CS projects to evaluate the prototypes. The in-
terviews with the IRB experts focused on questions on the current ethical review process
and what could be improved and included discussion of the prototypes but no active test-
ing of the prototypes was performed.
All study participants were asked to sign a consent form which informed them about the
study and the handling of their data.

The test procedure started with a short introduction into the topic of this work. For the
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first prototype, testing the adaptive automated evaluation of research projects, test users
were first asked to read through the provided case study description. Then, they were pre-
sented with the first form, followed by questions on their experience, before moving on
to the second form and subsequent questions about their experience with it. The order in
which test users had to fill in both forms was alternated between participants, to control
for biases towards either form due to starting or ending with a particular form.

For the second proof-of-concept prototype, testing the maintenance of ethical guide-
lines, after a short introductory note on the context of the prototype, test users were pre-
sented with six tasks to perform independently on the interactive prototype. The tasks
were designed in such a way that, taken together, they covered the main application ar-
eas and practices to be performed to manage ethical guidelines by both creating new and
updating existing ethical questions and guidelines. The tasks posed were as follows:

1. Suggest a new ethical question that asks if participants get acknowledged in project-
related publications. Answer options should include “yes”, “no”, and “N/A”.

2. Update the ethical question “Will subjects provide informed consent to take part in
this research?” so that it includes not only subjects but also their representatives
(representatives can also provide informed consent to take part in research).

3. Suggest a new rule where the question “Does the project collect the date of birth of
users?” with the answer “yes” leads to the rejection of the project.

4. Suggest a new rule which combines the following existing rule with an existing ques-
tion: rule: “(Does the project include a machine learning model? -> [Yes])” AND
question “Is the trained model publicly shared?” with answer “no” LEADS TO rejec-
tion.

5. Update the following rule: “(Does the project include pregnant women? -> [Yes]);
leads to rejection” by disabling the existing rule and suggesting a new rule which
states that the question “Is the project an online citizen science project?” with answer
“no” and the question “Does the project include pregnant women?” with answer
“yes” leads to the rejection of the project.

6. Update a rule: The following existing rule contains a mistake because it rejects projects
that should be accepted:.“(Is your project a citizen science project? -> [Yes] AND Will
the results of the project be shared with the participants? -> [Yes] )”. Please correct
this in the following way so that a project will be rejected if it is a citizen science
project and the results will not be shared with the participants.

After the completion of all tasks, test users were asked questions on their experience (see
appendix A.4), focusing on the following aspects for each participant to ensure compara-
bility of the feedback:

• Usability of the prototypes

• Comprehensibility of the navigation

• General feedback on positive and negative experiences

• Ideas for improvement

• Efficiency

Additionally, to evaluate the idea of the adaptive automated evaluation of research
projects with prototype 1, test users were also asked to estimate the number of questions
that were relevant to evaluate the ethics of their test research project. Finally, for prototype
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2, test users were additionally asked, first, how comfortable they would feel to suggest new
questions or rules and to update existing questions or rules in future, and second, if they
would see any potential modifications to ethical guidelines this system could not address.

6.3.4 Sample of test users

To validate the envisioned CAER platform 14 interview participants and test users were re-
cruited. Of these, 8 interview participants identified as female, 1 as female and non-binary
and 5 as male. To cover user experiences from participants with various backgrounds and
experiences, the participants’ age ranged from 25 to 65 with the mean age of 41. Partici-
pants had various professional backgrounds and included 6 persons with a computer sci-
ence background. All participants have a university degree, two hold doctorate degrees,
therefore it can be said that a bias towards highly educated test users was present in the
test sample, which should be taken into account when interpreting the results. Given that
ethical review of research projects most often does involve individuals with some formal
education, the sample of test persons can nevertheless be understood to be representative.
Two of the interview participants have experience with HC-based CS as project designers
and developers.

To evaluate the platform in comparison to the existing ethical review process in the U.S.
two IRB experts with many years of experience in IRBs were invited (and agreed) to con-
tribute to this research. IRB expert 1 is Certified IRB professional (CIP) and IRB operations
expert and administrator with long-term IRB experience in academic institutions and hos-
pitals, who currently works as a reviewer for a number of institutions. They have particular
interest in “fixing IRBs, helping people discover what they can do more efficiently. That’s
what I really enjoy doing” (IRB expert 1, June 1, 2022: 5). Therefore, their input presents
valuable insights for validating the approach and system design developed in this thesis.
Both IRB experts have experience with founding IRBs. IRB expert 2 also has long-term ex-
perience with major IRBs in the United States and is currently a board chair of an IRB. The
perspective of IRB expert 2 was not only helpful for this work due to their IRB experience,
but also particularly due to their informatics background which makes them particularly
qualified to evaluate how the envisioned CAER platform could add to existing software
systems for ethical review.

It should be noted that it would have been desirable to include more interview partners
and test persons with even more diverse backgrounds and experiences. However, more
extensive testing and interview work was not feasible within the time frame and resource
constraints of this work. While this could be improved upon in future work, the results
presented here nevertheless serve as insightful first indicators for the utility and viability
of the approach envisioned with CAER.

6.4 Results

In this section, the survey results for both prototypes are presented. While results are pre-
sented separately for each prototype in this section, a joint summary of both result sets
follows in the following chapter in section 7.1.
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6.4.1 Results of first prototype validation

This validation procedure involved two forms, one static form and one dynamic form,
that were presented to participants in alternating order. First, feedback on each form is
presented, before comparing the forms with regards to comprehensibility, efficiency, the
perceived amount of relevant questions, and further general remarks by the test users.

Feedback on the content of the questions is neglected in the evaluation, since in prac-
tice, these are to be dynamically created and managed as part of the ongoing operation of
the system and are not in that sense a fundamental part of the evaluation system itself.

6.4.1.1 Feedback on the static form

Regarding the overall impression and usability of the static form, test users reported that
it was “quite user friendly” (TU6), “quite” (TU5) or “very usable” (TU3), and “pretty
straightforward” (TU8, TU9). Several test users found it to be very “clear” (TU4, TU2,
TU10) and well-structured. Thus, in general, the usability of form 2 was rated positively as
“[u]ncomplicated, well structured and easy to handle.” (TU2)

However, test users also described several issues they did not enjoy or appreciate. The
first point of critique can be summarized with TU1’s feedback: “Too many questions” (TU1;
see also TU6). TU5 explained that they had the impression that they had to “answer the
same question many times” at the end and questioned why some of the questions had
been asked at all: “Because if it’s not drug testing and it’s not, why should I be asked if
I am a physician? Why would it be relevant.” (TU5) The impression of “too many ques-
tions” emerged from some questions not being relevant for the evaluated project: “I feel
like I have to answer like a lot of stuff that’s not even relevant that you can maybe rule
out.” (TU8) Test user 10, who evaluated an actual HC-based CS project they were currently
developing, concluded that their research project “[f]its less into what maybe this survey
[form 2] is geared towards, which [. . . ] seems to be geared more towards clinical trials.”
(TU10).

Whereas the dynamic form would not pose a follow-up question on, for example, a
project’s policy on collection of users’ geo-location once the project representative indicates
that such geo-location would not be stored, under the static form, project representatives
had to fill in all questions, regardless of their answers to previous questions. This was per-
ceived to be confusing (see TU7). TU12 explained that this would make them doubt their
own answers or question if they understood the previous question correctly (TU12). For
TU11 it was also more difficult to “follow along” and more “distracting” compared to the
dynamic form.

Suggestions to improve the static form, of which the main two will be briefly outlined
here, therefore referenced the dynamic form and included the suggestion to reduce the
number of questions by “[d]eriv[ing] next questions based on the previous answers.” (TU1,
see also TU1, TU3 and TU4) TU8 moreover suggested to include the possibility for project
representatives to provide a written note for questions where they are not sure how to an-
swer. This suggestion was particularly made for the static form due to the experience of
uncertainty about how to answer questions that did not seem relevant to one’s own project.
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6.4.1.2 Feedback on the dynamic form

With the exception of test user TU9, all test users preferred the dynamic form over the static
form, independent of which form they filled in first.4 Responses included that it was “not
too difficult” (TU5), simple, well-structured, clear and usable (TU1, TU2, TU6, TU7, TU11),
“not overengineered” (TU1, see also TU4) and “[g]enerally easy to use and comprehen-
sive” (TU2). Compared to the static form it was perceived as less overwhelming and faster
(TU3, TU6, TU12) that could be filled in without experiencing any fatigue (TU10). TU7
summarized their experience as follows: “[I]n general I think it’s very clear what to do and
also that the questions, the next questions only appears if the last one is already answered.
It really helps to stay focused on the current question. And yeah, I think it’s very clear.”

Moreover, all test users, including TU9, enjoyed the feedback feature of the dynamic
form: “Okay, so I did like the feedback, the fact that once you put in a box and it’s not
in line or if, if indeed, your questions were in line with ethics.” (TU9) Similarly, TU8 ex-
plained: “I like the idea of having [...] immediate feedback at the end because [...] in the
last form, [...] you submit and then it is like okay what’s happening now.” (TU8) Receiving
feedback on the project right away was experienced as more relevant, satisfying, and help-
ful in terms of knowing the direction of the research project (TU10).

Despite the overall positive feedback, two main concerns were raised by test users about
the dynamic form. On the one hand, TU1 expressed they “got stuck at the final stage be-
cause my project was not aligned with current guidelines and I didn’t know what option to
choose.” (TU1) This experience can be linked to the missing implementation of next steps,
such as receiving more information on the decision or appealing or the ability to send a
note to the human reviewer. These steps were not implemented to focus on the main fea-
tures for comparison reasons (and also due to limitations of Airtable to implement them).
On the other hand, due to the dynamic nature of the dynamic form, test users could not
know in advance how many questions they would have to answer or how long it would
take them to fill in the form. This was perceived as negative or mentioned as something
that might be expressed to be a disadvantage by others (TU6).

This latter shortcoming directly links to a suggestion for improvement of the dynamic
form made by test users: Including a progress bar that estimates the number of questions
that remain to be answered (TU9, TU5). Since the idea of this form is to dynamically derive
the next question based on the answer to the last question, such a progress bar could not
be completely precise. Nevertheless, it could still be useful as a point of orientation and
may be valuable to include in a full implementation of CAER. Even TU9, who preferred
the static form, acknowledged that including such a progress bar “would be another way
of doing it” (TU9) and would improve their impression of the dynamic form, since this was
their main concern about the dynamic form anyway:

“To be honest, I did like the [static form] a bit more because you had all the
questions there. You had an idea of the number of questions and how long it
would take you. And where you are within the, in the form. That’s usually
important for me to to understand how much longer I have to. How to stand
it.” (TU9)

Suggestions for improvement for this form focused on the progress bar, and some test users

4In one case (TU8), missing context information about the ethical review process in general led to misunder-
standings which would then lead to first rating their experience with the dynamic form as worse than the static
form. For example, TU8 did not initially understand what “appeal” or “more information on decision” referred
to. After an explanation of these details, they subsequently updated their evaluation in favor of the dynamic form.



74 CHAPTER 6. VALIDATION OF THE NEW CAER SYSTEM

did not have any suggestions for improvements at all (for example, TU2 and TU3).

Finally, before turning to directly comparing results on both forms, a point raised by
TU10 should be mentioned, since it points to another value of the dynamic form which
had not been a particular focus of the design. TU10 explained that the dynamic evaluation
procedure was “also helpful for [them] to start thinking about” (TU10) ethical issues that
might come up in their project but which they had not considered so far. Filling in the
dynamic form had an educational aspect, which was also mentioned by IRB expert 1 (see
6.4.1.4).

6.4.1.3 Comparative statistics

Having presented feedback on both forms individually, comparative statistics on the per-
ceived efficiency and comprehensibility of the two forms as well as the estimated number
of relevant questions that had to been answered allow to gain a better understanding of the
affect of introducing dynamic forms.

In terms of the perceived efficiency of the forms, the average rating for static form, on a
scale from 1 (worst) to 10 (best), was 8.1. In comparison, the average rating for the dynamic
review form was slightly higher at 8.8.5 TU8 summarized their experience as follows:

“[The dynamic form] felt more efficient than the [static] form. Because [. . . ] at
one point where, like something happens that [...] makes the project not viable
[...] under the [...] measurements you have. You get immediately this feedback
and you don’t have to bother with filling out ten more questions to get feedback
because the ten questions that don’t change anything at the end. So that’s [...]
more efficient than the [static] one.” (TU8)

Similarly, the comprehensibility of the dynamic form was rated better than the static
form. On a scale from 1 (worst) to 5 (best)6, the dynamic review form) was rated with 4.5,
whereas the static form was rated with 4.1.7

Finally, the biggest difference between the two forms was observed on the question of
how many of the posed questions were considered to be relevant for the evaluated project.
For the static form, test users estimated that 66% of the questions had been relevant. In
comparison, the average for the dynamic form was 92%. From the test cases handed out
to test users, in fact all questions contained in the “correctly filled” path of the dynamic
form were in principle relevant for the evaluated projects. Therefore, it can be assumed
that some test users were either not able to correctly estimate the number for the dynamic
form due to lack of knowledge on the domain of the presented test case, or may have filled
some answers incorrectly. 8 test users rated 100% of questions as relevant for the dynamic
form.

The results show that overall, the dynamic review form was preferred over the static
form by test users. It should be noted that the ethical review questionnaires simulated in
testing were much shorter than real review forms tend to be. It can therefore be assumed
that both forms, but especially the static form, were rated better than they would have been

5These ratings have been calculated over 9 test users. Test users who did not provide numbers for both forms
were excluded from average calculation. Even though TU12 was omitted in this average since they did not
provide an actual number, they rated both forms to be very efficient. However, the dynamic form was even
“more efficient.”

6The difference in scales used between the ratings for efficiency and comprehensibility (1 to 10 and 1 to 5,
respectively), was an oversight in the survey design but should not be of great significance here.

7For TU5 and TU12 the numeric ratings on comprehensibility were added later upon further inquiry, since the
scale had not been part of the survey from the beginning.
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if test users would have had to answer all applicable ethical questions.
These results align with the feedback provided by the two IRB experts, which will be pre-
sented briefly in the following.

6.4.1.4 Expert feedback

In conversation with the IRB experts, I first explained the ideas behind CAER and then
presented both prototypes and walked them through the individual forms. IRB expert
1 was very excited about the dynamic form and automated evaluation: “[T]his is brilliant
[...] this is great. I really like it” (IRB expert 1, June 1, 2022: 73) and their IRB first impression
of the dynamic form exactly hit its aim:

“[W]hat you’re doing is really important because you’re taking, what you’re au-
tomating are all the things that we shouldn’t be thinking about and and actually
are very rote and don’t need a lot of time. And then I could actually think about
ethical issues and maybe the system could suggest what issues are inherent in
this particular study.” (IRB expert 1, June 1, 2022: 27)

To IRB expert 2 the automated evaluation also “ma[de] a lot of sense” (IRB expert 2, June
7, 2022: 45).

Interestingly, their description of the current experience of project representatives with
most IRB boards was very consistent with the above presented feedback on the dynamic
form:

“I worked with [different IRB] and they used the commercial system, and the
forms are really anything but smart. [...] [A]nd investigators are actually ba-
sically asked to provide the rationale to the IRB. So, you know, we have the
approval criteria. They basically ask to answer each one. They’re asked a whole
bunch of other things, and everybody is asked the same thing. And you can
only imagine a researcher being asked to fill these things out, thinking, why am
I even being asked? It doesn’t make any sense. [...] I don’t understand why
that hasn’t been done. It just seems like such a simple thing. Now, I think what
you’re also suggesting is that. When it’s sent the submission to the [...] IRB
reviewer, it would suggest some pathways like this is suitable for expedited
review. This might be an exemption. You still have to make those determina-
tions. I don’t think there’s anything wrong with that. I think that makes a lot of
sense.” (IRB expert 2, June 6, 2022: 29)

While this stresses the need to improve this process, IRB Expert 2 also emphasized the im-
portance of human oversight over automated tools. In connection with this, IRB expert 1
particularly appreciated the “appeal” functionality included in the dynamic form (IRB ex-
pert 1, June 1, 2022: 64).

Beyond this positive feedback by both IRB experts, IRB expert 1 raised an important
point (which also links to the results for the second prototype, presented below): IRB ex-
pert 1’s suggestion was to use a different term for the “rules” underlying the dynamic
review form, since “ethical rules” would sound too rigid and too strict for such a develop-
ing system and the nature of ethical guidelines: “Rules mean that you can’t you either can
or can’t do it.” (IRB expert 1, June 1, 2022: 65). The term “rules” had been introduced in ref-
erence to conditional logic that forms the basis of the computational system, but should be
adapted to the application domain. A better term might be “directions” or “connections”.
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6.4.1.5 Suggestions for improvement for both forms

Before turning to the results on prototype 2, suggestions for improvement for both forms
will be mentioned briefly. These can inform a possible full implementation of CAER, but
can also contribute to a better understanding of problems with common forms currently
used.

Several test users expressed the wish for more additional information on expert terms
or why certain questions could be important for the ethics of a research project (TU4, TU8,
TU11). This information could, for example, be presented in info boxes next to the individ-
ual questions.
Moreover, some test users felt that the answer options “yes”, “no” and “N/A” were not de-
scriptive enough or sufficient (TU8, TU5). Here, the prototype referred to common forms
in ethical review but it could be considered to include additional answer options and to
add a “note” section that would allow project representatives to include other information
not covered or explain their answer (TU12, TU4).

According to TU11, they would moreover appreciate if questions would be grouped
in categories. This indeed is a common feature of forms in ethical review which was not
included in the prototype design. Since categories had not been introduced to either form,
the lack of categories should not have affected the comparison between the two forms.
Other suggestions referred to the design of the user interface which could be improved by
increasing font size etc. This unfortunately was not flexibly adaptable with Airtable.
Related to the last point, finally, two test users had difficulties with the user interface be-
cause it was not optimized for tablet computers (TU5, TU12), which relates to Airtable’s
limitations. These last two points suggest that a customized user interface would be prefer-
able.

6.4.2 Results for second prototype

In this section, results on testing the second proof-of-concept prototype for managing ethi-
cal guidelines are presented. First, general feedback on the usability and what the test users
appreciated about the prototype are discussed, as well as general suggestions for improve-
ments. After that, feedback on the clarity and comprehensibility of the navigation as well
as the experienced efficiency of managing ethical guidelines are discussed. Finally, results
on how comfortable the test users would feel to work with the platform with regards to
managing ethical guidelines are presented.

It should be noted that some minor updates were made to the prototype after the first
two test runs were completed. These updates did not affect the core functionalities to be
tested, but slightly improved the overall user experience. The updates included a redirect
link to the main “entry point” interface that was added in both user interfaces for suggest-
ing new questions and rules. In order to make the interface for suggesting new rules more
accessible on different devices (such as tablets or small computer screens), the display for
choosing a rule basis was changed from a dropdown menu to a list view that shows the full
text length, as Airtable doesn’t allow changing the size of dropdown menus. This change
was made after the first test user was not able to read the complete description. Lastly, an
additional “suggest new rule” button in the update rule interface which used to be below
rule description and status was deleted since it caused some confusion and the “suggest
new rule” button in the header was sufficient for navigation.
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6.4.2.1 Overall usability

Overall, all test users found the prototype to be easy to use and understand (e.g., TU1),
clear, “manageable” (TU6), “logical” (TU7), “well-designed, clean” (TU10), “simple” (TU3),
and “self-explanatory” (TU12). Test user 8 explained that “what I really like, just like the
design of the combination of stuff like editing a rule or two rules or like, that’s phrased
pretty precise. [...] I saw it and I immediately knew what’s like going on.” (TU8)

Users were able to solve the presented tasks independently. Only in a few cases, some
additional explanation of a task was necessary due to difficulties understanding the task
description, missing context information or problems with internet connection or device
used.
Some of the test users even described using the platform and solving the tasks as a fun ac-
tivity (e.g. TU4, TU6, and TU7). For example, TU4 explained: “When setting up new rules
in the empty mask, I got along fine. Selecting the relevant questions whose combination of
specific answers should result in ‘rejection’ was fun.”
For some test users, it initially took some time to familiarize themselves with the user in-
terfaces but after that, they found it to be “easily understandable. Usage is apparent after
1-2 questions” (TU3), as test user TU3 explained.

6.4.2.2 Room for improvement and suggestions

Despite the overall good rating of the usability and experience, test users also reported
some problems or issues they faced and suggested helpful improvements of which the
main 6 will be discussed in the following.

First, not all test users found the prototype to be very intuitive (TU4). Several test users
reported that the interfaces could be designed with more interactive user elements such
as notes and different colors (e.g., TU1). Moreover, TU3 described the wish to include the
“Go To” option on all pages so that users would not have to go back to the main menu.
These suggestions relate to the current implementation in Airtable which has some limita-
tions due to missing features and possibilities to customize the user interfaces. Airtable’s
interfaces are also not optimized for mobile devices or tablet computers, which was also
mentioned as negative experience by two test users who did testing on a tablet computer
and had problems reading all button descriptions etc (TU5 and TU12).

Second, and also related to the implementation of the prototype in Airtable, test users
complained about the experience for updating and creating information not being stream-
lined. Creating new questions and rules happened in a form-like interface whereas updat-
ing existing questions and rules is performed by changing text in-line. The in-line correc-
tion mode of questions and rules was confusing to some test users (TU5, TU4). After the
first two test runs, the description to update the question by making changes in-line was
enlarged and highlighted which helped in the following test runs. Moreover, whenever
users switched to creating new questions or rules, a new tab was opened in the browser
which would have to be actively closed again when the task was completed. Even though
one test user (TU8) explained that the in-line editing of rules was also very efficient and
intuitive, the experience could be made to be more streamlined in the final CAER platform.
It would be feasible to include an additional text editor for updating rules and questions
besides the streamlined experience for users who prefer the text-based solution. One sug-
gestion for the streamlined solution by TU11 was to keep the form-style and allow users to
drag and drop elements of rules to create new rules in addition to the drop-down menus
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already used in the prototype.

Third, some test users expressed the wish for more explanatory text that would guide
them through the individual steps for updating existing and creating new ethical questions
and rules. This would also not be particularly difficult to accommodate in a possible im-
plementation of the full CAER system.

Forth, TU12 described being hesitant about submitting new rules due to being afraid of
making a mistake. The test user suggested including a preview of new rules, which could
also be included for questions, so that users could see the newly created rule before con-
firming its submission (rather than submitting suggestions immediately).

Fifth, TU8 and TU10 suggested to include more response options in the question de-
sign, such as numeric responses. For the investigated prototype, the response options were
chosen following existing ethical review forms. However, the idea of including additional
answer options might be feasible, but would have to be evaluated carefully since this might
increase the complexity of the system and the overall benefit is not yet well-understood.

Finally, and with an eye on the future, TU8 raised concern about the complexity of the
system with increasing number of ethical questions and rules: here, better visual represen-
tation would be helpful. Moreover, it can be expected that this potential complexity would
remain limited, since guidelines will not tend to grow indefinitely in their “depth” due to
the nature of the problem tackled with the system.

6.4.2.3 Clarity of navigation

Regarding the clarity of the procedure in terms of how and where to perform the individual
tasks, overall, test users found it to be clear and comprehensible. TU7, for example, said:
“I think once you’ve found the menu thing, it was very clear because it’s always there and
you understand that you have to go back there to proceed.” (TU7)

For TU8, the design was “obvious”, but the interface could have included more visual
elements:

“That was quite obvious to me. [T]hey’re basically [...] three buttons, which
[...] are pretty [...] self speaking, [...] creating a question, go to [...] update rules
or new rule. I would say [...] from an interface perspective, but I don’t think
[...] that’s super relevant for your studies but from the interface perspective that
could have [been] better. It took me like a second to understand, okay, this is
[...] create a new question, this is [...] go to [...] update rules. But overall, there’s
three buttons to do an action. And on the left there’s a search to [...] navigate
what’s there, which is quite obvious to me. I mean, the same as, if you click
like update rule, you [...] just replace the search bar on the left with questions
of rules which make sense.” (TU8)

To improve clarity of navigation, test users mentioned the following issues and pro-
vided the following suggestions:

1. Include more visual elements to facilitate navigation.

2. Include extra views for the lists of current questions and rules

3. To one test user (TU11), it was not clear right away, how to proceed with the “this
rule is about” options. However, none of the other test users mentioned problems
here and also TU11 eventually managed to correctly use it independently.
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All in all, these points could be improved upon in a full implementation CAER with
reasonable effort. Features like the additional interfaces for displaying of current ethical
questions and rules, are already outlined to be included in the platform design. This indeed
describes an important feature, as the CAER platform should enable a transparent ethical
review process and the displaying the current ethical guidelines visually for all platform
users is a valuable tool to support this aim.

Furthermore, it may be particularly helpful to include an information box on the “create
rule” interface that provides an explanation of how to create new rules to resolve typical
problems encountered, as described by test user TU11 in the third issue above.

6.4.2.4 Comprehensibility of the navigation

On a scale of 1-5, the average rating for comprehensibility of the prototype was 3.5:

number of test users comprehensibility
rating

3 5
1 4.5
5 4
3 3

In explaining their rating of the prototype with score of 3, test users described difficul-
ties with the user interface because they were using a tablet computer (TU5) for which the
prototype could not be optimized, reported the wish for more clear visual elements (TU6)
or explained that it took some time to get used to the platform (TU11, TU9). Once they
had familiarized themselves with the platform, “[they were able to] actually navigate quite
well” (TU11). Overall, test users found the prototype to be “pretty straightforward” (TU8).

6.4.2.5 Efficiency of managing ethical guidelines

In terms of how efficient test users experienced managing ethical guidelines, the average
rating was 8.1:

number of test users efficiency rating

1 10
1 9.5
1 9
2 8.5
2 8
3 7
1 5

The lower rating of 5 given by test user TU1 was unfortunately not further explained.
Overall, TU1 reported being satisfied with the user experience of the prototype, and did not
provide further feedback on specific features they disliked, nor suggestions for improve-
ment.
Beyond this, explanations for not assigning the highest ratings included that “[it was s]ome-
times unclear how to move between pages” (TU3) and that navigation was not always
intuitive (TU5) (see comprehensibility of navigation above). Some explained they would
have preferred a streamlined experience, but Airtable did not allow to handle question/rule
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creation and adaption in the same way (TU6) and one test users stated that the “nature”
of the task itself (creating rules and questions) would not be very efficient and hence the
efficiency of the experience would be constrained, even though the design itself was very
efficient (TU7).
High-rating test users explained that “[i]t was super fast” (TU12) and they “didn’t feel
[they] had to do [...] any unnecessary click” (TU8). One test user indicated that a focus
on efficiency could have let to a trade-off for comprehensibility: “if that’s [...] the most [...]
Comprehensible way. I don’t know, but it’s definitely efficient.” (TU11).

6.4.2.6 Future usage

All test users expressed that, after having completed the tasks, they would feel comfortable
using the platform to create new and update existing ethical questions and rules in future.
For example, TU9 explained: “Oh, I feel quite comfortable. Once you do find where things
are, it’s like any other platforms you have, you you get used to it and you are able to per-
form. I mean, since I could perform all these tasks. I would say I would be comfortable
now.” (TU9) Only one test user expressed concerns about performing more advanced op-
erations in future (TU4). For a full CAER platform, it might be helpful to include features
like the previously mentioned walk-through a tutorial in which users learn to navigate the
platform and perform each individual task.

6.4.2.7 Expert feedback

Regarding the idea of dynamically updating and managing ethical guidelines, both IRB
experts expressed that this would be a new path for ethical review which they had them-
selves never considered: “So I love this. I mean, I think the idea never occurred to me,
which is the best kind of thing” (IRB expert 2, June 7, 2022: 55), explained IRB expert 2.
Furthermore, they stressed that it would be “really needed” (IRB expert 1, June 1, 2022:
29–31) since ethical guidelines change over the years and have to be adapted to current
regulations. IRB expert 1 provided the following example:

“I think it’s really needed because in the recent year or so, FDA has decided that
pregnant women should be included. But now this whole history of pregnant
women not being included and people are afraid to do it. So if we had a mecha-
nism to gather data and say, see, this is you know, these are the instances where
it’s fine and there’s no problem here, then we can start as you said, gather, you
know, some sort of a baseline for why it should be changed, you know, but and
also it would be useful to have to be able to help people understand why. So,
you know, all right. So for years, pregnant women weren’t involved. Okay?
Now we’re told they should be. So how do we get over that hump of, you
know, people being afraid about it, seeing as a risk and actually discriminating
against pregnant women? [...] So I think that’s very much needed.” (IRB expert
1, June 1, 2022: 29–31)

In a similar way, IRB expert 2 expressed their thoughts on prototype 2:

“The idea of building another interface on top that would allow them to make
suggestions to the forms, not only the investigators really, or the researchers
or the board reviewers. Well, I should say not just the board of reviewers. I’d
love to capture input this way from the people who are submitting this forms.
[...] I think this is a really great idea because, you know, I make the forms and
then, you know, two months later someone gets around to complaining about



6.4. RESULTS 81

something and I go in and I never, you know, it’s just one voice. And the idea
that I could actually invite my IRB members to take a look at the rules and use
their expertise to provide input. I think that’s so cool. And I have to think about
how I would do it because I’d love to do it, but I think it’s a great idea.” (IRB
expert 2, June 7, 2022: 55-57)

Besides this positive feedback, the IRB experts mentioned other advantages that had
not been actively considered as part of the CAER platform but which could be focused on
in development of a full version of the platform.
For example, IRB expert 1 mentioned the educational value this platform could have, espe-
cially due to inviting community members and different trustees to discuss new issues and
questions and dynamically adapt ethical guidelines (IRB expert 1, June 1, 2022: 33). Here,
the feature of being able to leave explanatory notes would be important, so that trustees
can explain why a question or rule should be included. This explanation should then also
be shared with project representatives during the automated evaluation process by includ-
ing information boxes on the respective questions (ibid.: 31).
Another aspect brought up by IRB expert 1 is the fact that reviewers could include discus-
sions on questions and issues:

“And then that in itself is becoming part of the discussion of what the ethical
issues are and how people view them. So it, it, you know does educate, but it
also allows the person who’s doing the review to take all that into consideration.
Maybe it’s something I didn’t think about before. I like it. I think you’re on the
right track.” (IRB expert 1, June 1, 2022: 56)

Finally, IRB expert 2 mentioned another important detail, which is that even though some
specific ethical issues (such as whether pregnant women are included in a research project)
might not apply to a certain area of research, they still need to be considered in general if
federal funding is involved. A possible approach to integrating such a requirement could
be that such contextual questions be presented to a project representative the first time
they use the platform, and if their research area is not affected by these specific aspects,
the information could be stored and automatically be included the next time they apply for
ethical review:

“You know, you considered these requirements and they didn’t apply, so you
wouldn’t have to do it with each study you saw. And I think in a way, that’s
what you’re talking about, guiding into those categories. Which is a great idea
that I should do. [...] So I think that’s good.” (IRB expert 2, June 7, 2022: 31)

After having presented the results for both prototypes individually, they are discussed
comparatively and together with the implications of the results in the next chapter, fol-
lowed by the analysis of the broader (societal) impact of the new approach to ethical review,
the limitations of this thesis and future work.
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CHAPTER 7

Discussion

7.1 Insights from prototype testing and expert interviews

While1 both forms were perceived as user-friendly and comprehensible, the “classical”
form was described to be tedious due to too many questions in general and particularly
too many questions that were not relevant to the evaluated projects. Given that the pro-
totype included only 25 questions (of approximately 50 questions project representatives
have to answer in the “Initial Review Submission Form” by WCG IRB [139]), it is to be ex-
pected that this impression would only increase in “real-world” ethical review application
settings.

Only one test user preferred the static form. The main argument against the dynamic
form (form 1) for test user TU9 was the unpredictability of how long the evaluation would
take. This point of critique is very comprehensible and should be considered in the devel-
opment of the full technical prototype of CAER, for example by including a progress bar.

The dynamic form was moreover described to be less overwhelming, faster, and par-
ticularly valuable due to the feedback feature. Receiving feedback was perceived as very
satisfactory and helpful for knowing the direction of the research project.

In terms of efficiency and comprehensibility, the dynamic form was rated more highly
than the static form. Most important in terms of evaluating the value of the new dynamic
evaluation process is the comparison of the results on the perceived efficiency of the two
forms. Here, the very clear preference of the dynamic form shows that it presents an im-
provement to the still prevalent “classical” application process in which all questions, no
matter how relevant they are for a specific domain of research, have to be answered. More-
over, as has been confirmed in the IRB expert interviews, this approach would also facili-
tate the reviewers (here: trustees) duties, since they could focus on those ethical issues that
have not been addressed in other ethical review cases before and would not loose time on
already discussed and clarified ethical issues.

1Many of the immediate items of feedback and suggestions provided by the test users and IRB experts have
already been briefly discussed in a direct way in the previous chapter. Not all of these items are repeated and
covered in depth here, but their significance should nevertheless not be understated.
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Both IRB experts also stressed the importance of human judgement, particularly in rela-
tion to ethical review. In fact, CAER’s HC-based approach guarantees that humans remain
in control of the decisions the semi-automated evaluation ultimately arrives at, since they
provide the questions and rules. Crucially, to make sure that no ethical issues are over-
looked, the automatically created result is still reviewed by a human expert. Additionally,
project representatives can get in contact with human reviewers if they are concerned about
some particular issue, or if they disagree with the outcome of the evaluation of their project
(appeal functionality). This was also acknowledged as important by IRB expert 1 (as stated
in 6.4.1.4).

Despite the identified room for improvement, all test users were able to solve the pre-
sented tasks and described the prototype for the maintenance of ethical guidelines as usable
and some even as fun. Regarding the comprehensibility of the navigation, the prototype
was rated with 3,5 (out of 5). Most remarks could be resolved by focusing more on user-
friendly user interface design for CAER. The possibilities to create clear and well-arranged
user interfaces was restricted with Airtable. In terms of efficiency of managing ethical guide-
lines, the overall rating was 8,1 (out of 10), which shows that the approach to creating new
ethical questions and rules as well as updating them is very promising and an actual path
to keeping ethical guidelines up-to-date and adapt them to the needs of emerging research
fields. This has further been confirmed in the interviews with the IRB experts.

Finally, the results of the evaluation of the two proof-of-concept prototypes show that
the newly designed features do not require specific expertise in ethical review. All test users
were able to perform tasks and navigate the presented prototypes. This is very important
for the improvement of the ethical review process since the CAER system should be ac-
cessible not only to reviewers and researchers but also to research participants and citizen
scientists to make the process more transparent and equal.

With regard to the goals given at the beginning of this work, to investigate the suitability,
adaptivity, equity and efficiency or CAER, it can be said that, though still subject to further
research and testing, these goals have largely been met. The suitability of the approach
outlined here was directly confirmed through the conducted expert interviews and user
tests of the prototypes. The adaptivity of CAER similarly was supported empirically, and
to some extent can also be considered as self-evident in the design of CAER itself. In fair-
ness, equity of a software system is difficult to properly evaluate before the tool is actually
in operation, but here there were also indication in the expert interviews that CAER has
potential in this regard. Finally, efficiency of the approach was tested directly in the user
tests, and the results suggest that CAER’s approach does indeed improve the efficiency of
the ethical review process.

7.2 Broader (societal) impact of new approach to ethical re-
view

The emergence of new research fields, such as HC-based CS, along with recent advance-
ments in AI research in general (as discussed in this work, particularly in chapter 4 and the
related work section 2), have made clear the importance of keeping ethical guidelines up-
to-date and adapting them to the research domain of the to-be-evaluated research projects.
Current ethical review, however, cannot easily (if at all) dynamically adapt to the needs and
ethical issues of these emergent fields. Therefore, this thesis suggested a new dynamic and
adaptive collaborative ethical review platform. The CAER platform could thereby not only
introduce new ways of doing ethical review, but could furthermore enable and support a
much-needed discussion on ethics for AI and other emergent research fields as has been
described by IRB expert 1 (IRB expert 1, June 1, 2022: 24-25).
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The new CAER platform could contribute to this discussion and would, at the same
time, function as an educational tool for researchers (also called project representatives in
this thesis), since they would learn about potential harms and ethical issues during the
evaluation of their projects (see chapter 6). Moreover, since the CAER platform is to be
transparent, all users of the platform could see and understand the current ethical guide-
lines at any given time.
Therefore, the new CAER platform could function as a hub for such discussions on, for ex-
ample, AI ethics, which is accessible to everybody, not only IRB experts and researchers, but
equally to participants. Actively inviting participants or potentially also human subjects,
and letting them suggest new ethical questions and rules the platform, aims at lowering
the barrier for them to contribute and to share their perspectives. Hence, this could help to
reduce the power hierarchies described in chapter 4 and improve the discussion between
IRB experts and community representatives by mediating the communication will via the
platform. Nevertheless, including community representatives was described as one of the
main challenges for changing the ethical review system by the two IRB experts. IRB expert
2 explained: “I think at least we need something that is able to listen to different groups.
That’s always a challenge because, you know, there are groups, there are lots of groups.
[. . . ] and when you you can’t listen to everybody all the time. And I think that’s a real
challenge. I don’t know.” (IRB expert 2, June 7, 2022: 19) However, including community
representatives is not a trivial task, IRB expert 2 goes on to explain:

“Now, if you tried to have everybody represented on an IRB, you’d never get
anything done. And typically, the people who would volunteer to be so repre-
sentative would be the ones who were most stridently sort of in one direction.
So I don’t think representation is the answer. I do think that some of the things
people are talking about in the United States outside the context of the IRB
system. Community engagement. So reaching out to people, reaching out to
communities when you’re designing the research.” (IRB expert 2, June 7, 2022:
19)

Additionally, new emergent fields of research such as AI and Big Data require a public
debate, since they cannot be “policed” from one single institution, as IRB expert 2 argued
(IRB expert 2, June 7, 2022: 21). While the CAER platform could contribute to this debate
and open the discussion to more groups of people than before, the aspect of the engagement
of community representatives also leads to the limitations of the prototypes and design of
the CAER platform outlined in this work, which are discussed in the following.

7.3 Limitations

Due to the scope of this master thesis, it was not possible to describe all ultimately nec-
essary functionalities of a “real-world” implementation of CAER in full detail. Therefore,
the focus, also in the implementation of the proof-of-concepts prototypes, was placed on
the core aspects of HC-based ethical review processes and workflows. However, this led
to some limitations in the efforts undertaken in this work, such as the question of commu-
nity representation not being discussed in enough detail. IRB expert 2 did reflect on the
dilemma of this question during the interview:

“Every research participant is different. Every value system is different. How
you choose your community members. [...] [P]eople, lay people who choose
to be involved in this are typically research advocates. You know, if anything,
more than investigators want the research to go forward because they had a
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child who suffered a genetic problem or you. So [...] they’re hardly representa-
tive. It’s people in the general public don’t think about this until they get sick.
And then, you know, it’s different. So that’s really hard. I think the idea is spot
on it, but how do you do it, is, is difficult.” (IRB expert 2, June 7, 2022: 31)

Tackling this question would certainly need more attention and should be approached from
many different angles, something that this work alone cannot accomplish.

The proof-of-concept prototypes implemented in this thesis also had some limitations.
Although Airtable allowed for building the proof-of-concept prototypes with relative ease,
it also entailed certain constraints in regards to the functionality and user experience of the
prototypes. One major factor in this was the fact that the interfaces could not be customized
very flexibly. The shortcomings of this were evident in the received user feedback at mul-
tiple points. Many test users reported on issues on the interface such as the size of buttons,
the colors used, or arrangement of the interface. Though minor, these issues might have
distracted or encumbered the test users with regards to the main aims of the tests, which
was the evaluation of the overall functionality, efficiency and comprehensibility of the pro-
totypes.
In Airtable, it was also not possible to fully connect the functionality of both prototypes to
implement a joint system that allowed for semi-automatic evaluation of research projects
and maintenance of ethical guidelines with a rule engine. Even though this was not visible
to the test users, and the very same ethical questions and rules were included in both pro-
totypes to create a uniform experience for the test users, logically, the two prototypes were
completely separate from one another. Therefore, the platforms main functionalities could
not truly be tested together. The behavior and usability of such a joint system should be
investigated in more detail before, or as part of, a full implementation of CAER.

Finally, another limitation of this work might be presented by the sample of test users
who participated in testing the prototypes. Most of the test users (10) did not have domain
knowledge about HC or CS, and also did not have much (or any) experience with ethical
review in the US. Partly, however, this missing domain knowledge could be compensated
for via the IRB expert interviews and by including two test users with experience in the
development of HC-based CS projects.
Test users without any experience received example research projects as test cases. It is not
completely clear whether the information provided to them was always sufficient for them
to have a thorough understanding of the processes and the domain, or if more information
should have been included. The extent of this problem of course depends to a large degree
on the individual test users and their background. At the same time, however, the use of
example research projects allowed to compare the test runs, which would not have been
possible on the same level, if all test users would have user their own real research project.

7.4 Future work

Future work in this line of research should explore several aspects of a new collaborative
and adaptive ethical review process. To begin with, it would be advisable to develop and
test a full technical prototype of the whole CAER platform, taking into account the features
specified in this work that were not part of the prototypes presented here. Testing of such
a system should include representative test users from all stakeholder groups, including
CS participants. Subsequently, contingent on successful tests, a full development effort of a
“production-grade” implementation should be estimated, along with further investigation
of how this new approach to ethical review would be accepted by the domain and other
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IRBs.
Moreover, additional research should be conducted on the involvement of community
members and participants in the ethical review process.
More closely related to the individual features of CAER, the automated ethical evaluation
could be further improved by an additional statistical component that tracks how often
project representatives from specific research domains would choose specific answers to
certain questions, leading to the rejection of the project. This knowledge could be used to
make the automated evaluation even more efficient by optimizing the order of questions
based on the statistical distribution of question-answer rejection patterns observed.
Related to this point, the automated evaluation could also potentially further be optimized
by leveraging Natural Language Processing (NLP) in the analysis of the project descrip-
tions provided by the project representatives. For example, it might be possible to speed
up the ethical evaluation by applying automated question answering using large language
models, which perform exceedingly well at zero-shot question answering tasks. However,
such a step would have to be investigated very carefully, since this may partly be perceived
to remove humans from a key part of the loop, so it would have to be ensured that nev-
ertheless, no questions are missed or answered incorrectly. The feasibility of this would
also strongly depend on the quality of the project description, introducing a new problem
to tackle, namely how to educate project representatives to write meaningful and complete
project descriptions.

Another aspect that is important to analyze in more detail may be the development of a
suitable consensus mechanism for reviewing newly suggested or updated ethical questions
and rules. While it may be simple enough to initially set the required number of trustees
to review suggestions to some arbitrary number, it should be analyzed what number of
trustees actually leads to a sufficiently dynamic but still robust system, such that decisions
to change guidelines are practically feasible but also not haphazardly applied. This means
that the decisions to accept or reject suggestions should represent the majority of trustees
without creating too much work.

Finally, an aspect which has only been touched upon briefly so far in this work, but
which should play an important role in future work, is the exploration of features centered
around saving the automatic project evaluations to build an archive of evaluated projects,
and to leverage this archive in the broader ethical review process. This may also increase
transparency and could contribute to the education about ethical review. It could also
contribute to more comparable review processes and decisions across different IRBs, since
reviewers could consult this public repository of previous reviews on similar issues before
coming to a decision. Such a course would begin to address the problem described by [40],
namely that IRBs today come to very different decisions because “each board has a unique
history of cases, members, and struggles” [40, p. 165] which inform these decisions. Pri-
vacy, data security as well as intellectual property concerns are a complicating factor in this
but should not in principle prevent such an undertaking from being feasible.

These suggestions for future work suggest that this work serves as a basis for future
research on computational approaches to improving the ethical review process and further
discussion on this process itself. As the expert interviews and the literature review have
made clear, there is a need for a different approach. This work lays the foundation for a
shift from the current ethical review process in the U.S. towards a more collaborative and
adaptive review process.
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Conclusion

Ethical review of research including human subjects is essential to ensuring the well-being
of research participants and that research is conducted within according to regulations and
current understanding of ethics in each particular research field. The latter in particular
remains difficult, as ethical review today still largely follows a one-size-fits-all approach.
Approaching this problem from a computer science perspective might not seem most ob-
vious. However, as I hope to have convened in this work, a technological approach that
takes into account the societal aspects, focusing on all human stakeholders involved allows
to think differently about the current ethical review system and as such, can contribute by
suggesting paths that have not been considered before, as the IRB experts interviewed in
this work have also underlined.

Focusing on the example of ethical review for HC-based CS projects, this work has in-
troduced, derived requirements of, developed the technical architecture and specification
of, as well as empirically validated core details of CAER, a new approach to ethical review,
with the aim of improving ethical review with respect to suitability, adaptivity, equity and
efficiency. CAER goes beyond existing ethical review systems in allowing for dynamic and
collaborative adaptation to the specific ethical considerations of different research fields,
and improves the review process through semi-automatic evaluation of projects based on
a rule engine and the adaptive ethical guidelines.

The HC-based approach allows for keeping humans in-the-loop during automated eval-
uation, while at the same time continuously refining the underlying rule set so that the
platform keeps adapting and improving. The two core design aspects of collaborative
guideline management and automated review were validated via user testing on proof-
of-concept prototypes and IRB expert feedback.

The results of this evaluation suggest that, using CAER, the ethical review process can
be made to be more efficient than established procedures and that its adaptive design
makes CAER potentially more suitable for various domains and research fields than exist-
ing systems. Furthermore, the testing of the prototypes showed that no expert knowledge
is required for using CAER, suggesting CAER may make the ethical review process more
accessible while simultaneously increasing its transparency. This way, the new CAER sys-
tem offers an appropriate way to consider the changing nature of ethics and values.
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Beyond its aim of improving the ethical review process, CAER has the potential to play
an important role in furthering a much-needed discussion on AI ethics and other emergent
research fields and to function as an educational tool that makes ethical review more com-
prehensible and accessible to a broader public.

To fully explore the utility of CAER and to refine its new functionalities, further research
and testing is required. Nevertheless, this presents a significant first step in laying the
foundation for rethinking IRB processes and introducing a new collaborative and adaptive
approach to ethical review.



APPENDIX A

Appendix

A.1 OpenAPI Schema definitions

The following tables include the full set of JSON schemas for the different objects returned
and/or referenced by different API routes outlines in 5.2.3.
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Path #/components/schemas/DerivativeRule
Schema

{
"title": "DerivativeRule",
"required": [
"title",
"description",
"rule_type",
"rule_ids",
"operator",
"rule_id",
"rule_status"

],
"type": "object",
"properties": {
"title": {
"title": "Title",
"type": "string"

},
"description": {
"title": "Description",
"type": "string"

},
"rule_type": {
"title": "Rule Type",
"enum": [
"Derivative_rule"

]
},
"rule_ids": {
"title": "Rule Ids",
"type": "array",
"items": {
"type": "integer"

}
},
"operator": {
"$ref": "#/components/schemas/OperatorType"

},
"rule_id": {
"title": "Rule Id",
"type": "integer"

},
"rule_status": {
"$ref": "#/components/schemas/RuleStatus"

}
}

}
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Path #/components/schemas/DerivativeRuleCreate
Schema

{
"title": "DerivativeRuleCreate",
"required": [
"title",
"description",
"rule_type",
"rule_ids",
"operator"

],
"type": "object",
"properties": {
"title": {
"title": "Title",
"type": "string"

},
"description": {
"title": "Description",
"type": "string"

},
"rule_type": {
"title": "Rule Type",
"enum": [
"Derivative_rule"

]
},
"rule_ids": {
"title": "Rule Ids",
"type": "array",
"items": {
"type": "integer"

}
},
"operator": {
"$ref": "#/components/schemas/OperatorType"

}
}

}
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Path #/components/schemas/DerivativeRuleUpdate
Schema

{
"title": "DerivativeRuleUpdate",
"type": "object",
"properties": {
"title": {
"title": "Title",
"type": "string"

},
"description": {
"title": "Description",
"type": "string"

},
"rule_ids": {
"title": "Rule Ids",
"type": "array",
"items": {
"type": "integer"

}
},
"operator": {
"$ref": "#/components/schemas/OperatorType"

}
}

}

Path #/components/schemas/EvaluationStatus
Schema

{
"title": "EvaluationStatus",
"enum": [
"pending",
"under_human_review",
"approved",
"rejected"

],
"description": "An enumeration."

}

Path #/components/schemas/OperatorType
Schema

{
"title": "OperatorType",
"enum": [
"And",
"Or",
"Not"

],
"description": "An enumeration."

}
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Path #/components/schemas/Project
Schema

{
"title": "Project",
"required": [
"name",
"description",
"id",
"user_id",
"reviewer_user_id",
"eval_status"

],
"type": "object",
"properties": {
"name": {
"title": "Name",
"type": "string"

},
"description": {
"title": "Description",
"type": "string"

},
"id": {
"title": "Id",
"type": "integer"

},
"user_id": {
"title": "User Id",
"type": "integer"

},
"reviewer_user_id": {
"title": "Reviewer User Id",
"type": "array",
"items": {
"type": "integer"

}
},
"eval_status": {
"$ref": "#/components/schemas/EvaluationStatus"

}
}

}
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Path #/components/schemas/ProjectCreate
Schema

{
"required": [
"name",
"description",
"user_id"

],
"type": "object",
"properties": {
"name": {
"title": "Name",
"type": "string"

},
"description": {
"title": "Description",
"type": "string"

},
"user_id": {
"title": "User Id",
"type": "integer"

}
}

}

Path #/components/schemas/ProjectUpdate
Schema

{
"type": "object",
"properties": {
"name": {
"title": "Name",
"type": "string"

},
"description": {
"title": "Description",
"type": "string"

}
}

}
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Path #/components/schemas/Question
Schema

{
"title": "Question",
"required": [
"question",
"question_id",
"question_status"

],
"type": "object",
"properties": {
"question": {
"title": "Question",
"type": "string"

},
"question_id": {
"title": "Question Id",
"type": "integer"

},
"question_status": {
"$ref": "#/components/schemas/QuestionStatus"

}
}

}

Path #/components/schemas/QuestionCreate
Schema

{
"required": [
"question"

],
"type": "object",
"properties": {
"question": {
"title": "Question",
"type": "string"

}
}

}
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Path #/components/schemas/QuestionRule
Schema

{
"title": "QuestionRule",
"required": [
"title",
"description",
"rule_type",
"question_id",
"response_vals",
"rule_id",
"rule_status"

],
"type": "object",
"properties": {
"title": {
"title": "Title",
"type": "string"

},
"description": {
"title": "Description",
"type": "string"

},
"rule_type": {
"title": "Rule Type",
"enum": [
"Question_rule"

]
},
"question_id": {
"title": "Question Id",
"type": "integer"

},
"response_vals": {
"$ref": "#/components/schemas/ResponseValue"

},
"rule_id": {
"title": "Rule Id",
"type": "integer"

},
"rule_status": {
"$ref": "#/components/schemas/RuleStatus"

}
}

}
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Path #/components/schemas/QuestionRuleCreate
Schema

{
"title": "QuestionRuleCreate",
"required": [
"title",
"description",
"rule_type",
"question_id",
"response_vals"

],
"type": "object",
"properties": {
"title": {
"title": "Title",
"type": "string"

},
"description": {
"title": "Description",
"type": "string"

},
"rule_type": {
"title": "Rule Type",
"enum": [
"Question_rule"

]
},
"question_id": {
"title": "Question Id",
"type": "integer"

},
"response_vals": {
"$ref": "#/components/schemas/ResponseValue"

}
}

}
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Path #/components/schemas/QuestionRuleUpdate
Schema

{
"title": "QuestionRuleUpdate",
"type": "object",
"properties": {
"title": {
"title": "Title",
"type": "string"

},
"description": {
"title": "Description",
"type": "string"

},
"question_id": {
"title": "Question Id",
"type": "integer"

},
"response_vals": {
"$ref": "#/components/schemas/ResponseValue"

}
}

}

Path #/components/schemas/QuestionStatus
Schema

{
"title": "QuestionStatus",
"enum": [
"pending_for_review",
"accepted",
"rejected"

],
"description": "An enumeration."

}

Path #/components/schemas/QuestionUpdate
Schema

{
"type": "object",
"properties": {
"question": {
"title": "Question",
"type": "string"

}
}

}
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Path #/components/schemas/Response
Schema

{
"required": [
"project_id",
"question_id",
"response_value"

],
"type": "object",
"properties": {
"project_id": {
"title": "Project Id",
"type": "integer"

},
"question_id": {
"title": "Question Id",
"type": "integer"

},
"response_value": {
"$ref": "#/components/schemas/ResponseValue"

}
}

}

Path #/components/schemas/ResponseValue
Schema

{
"title": "ResponseValue",
"enum": [
"Yes",
"No",
"N/A"

],
"description": "An enumeration."

}
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Path #/components/schemas/Rule
Schema

{
"title": "Rule",
"required": [
"rule"

],
"type": "object",
"properties": {
"rule": {
"title": "Rule",
"anyOf": [
{
"$ref": "#/components/schemas/QuestionRule"

},
{
"$ref": "#/components/schemas/DerivativeRule"

}
]

}
}

}

Path #/components/schemas/RuleCreate
Schema

{
"required": [
"rule"

],
"type": "object",
"properties": {
"rule": {
"title": "Rule",
"anyOf": [
{
"$ref": "#/components/schemas/QuestionRuleCreate"

},
{
"$ref": "#/components/schemas/DerivativeRuleCreate

"
}

]
}

}
}
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Path #/components/schemas/RuleStatus
Schema

{
"title": "RuleStatus",
"enum": [
"pending_for_review",
"accepted",
"rejected"

],
"description": "An enumeration."

}

Path #/components/schemas/RuleUpdate
Schema

{
"required": [
"rule"

],
"type": "object",
"properties": {
"rule": {
"title": "Rule",
"anyOf": [
{
"$ref": "#/components/schemas/QuestionRuleUpdate"

},
{
"$ref": "#/components/schemas/DerivativeRuleUpdate

"
}

]
}

}
}

A.2 Additional example test cases for future work

A.2.1 Example case study 3: Dream Catchers

Dream Catchers is a HC-based CS project developed by the Human Computation Institute in
partnership with the AI for Good Laboratory at Microsoft, the Cribs for Kids program and
the Seattle Children’s Hospital. Its purpose is to advance Sudden Infant Death Syndrome
(SIDS) research which is especially important since “SIDS is the leading cause of death of
infants 1 month to 1 year old in developed countries.” [140] but it is not quite clear what
causes SIDS, “the unexplained death of a seemingly healthy baby less than a year old”
[140]. Despite this missing knowledge it is possible to reduce the risk of SIDS by practicing
safe sleep positions. For example, a firm sleep surface should be used and infants should
be placed on their back. With Dream Catchers, participants can help train a machine learn-
ing model to identify unsafe sleeping positions by labeling images of sleeping infants as
“safe” or “unsafe” and by providing some further information on the specificity of the un-
safe sleeping position (see figure number A.1. The project also informs participants about
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safe sleep guidelines for infants. The long-term goal of the developers is to “help create
powerful automatic tools to detect unsafe sleep, conduct parent behavior studies, identify
best ways to train parents about safe sleep, and open various other research pathways”
[140].

Figure A.1: Dream Catchers user interface before the introduction of the new features
(Screenshot taken on November 21, 2019).

Dream Catchers is a derivative of Stall Catchers, the first CS game developed by the Hu-
man Computation Institute focusing on Alzheimer’s disease research. After having been
launched in October of 2019 and having run for about a year, Dream Catchers has been
taken offline for a full relaunch on a new platform. While the first version was about la-
beling existing images of infants from free online sources to train machine learning models
to distinguish safe from unsafe sleep conditions in images, the new to be launched ver-
sion of Dream Catchers goes a step further. To develop these automatic tools, more training
data annotated by human participants is needed. Therefore Dream Catchers is going to in-
clude a new feature that allows participants to upload their own images of their sleeping
infants. Parents or legal representatives uploading images of their child have to make sure
to not include any personally identifiable information in the images (such as name or date
of birth of the infant). Additionally the infants’ eyes have to be blurred by the upload-
ing user. Before including the images in the platform they go through a vetting process
in which trusted members of the community with special rights review if the images have
been anonymized correctly. If three trusted curators have reviewed the image and consider
it sufficiently anonymous the images will be released to the be analyzed by Dream Catchers
participants.

To contribute participants must first agree to the Terms and Privacy policy of Dream
Catchers to register and then must actively agree to a consent form to participate. They
confirm that they have read the consent form by activating the checkbox “I agree to par-
ticipate” and indicating their age. Participants have to be at least 18 years old and have to
reside in the U.S. Dream Catchers collects participation data including images analyzed and
time spent in the game. Participants allow the Human Computation Institute to make any
use of these data but will always own their contribution. Personal information as well as
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uploaded images will be stored anonymously in secure cloud-based storage.
To participate, a computer or mobile device with internet connection is necessary. Dream

Catchers will be accessed via a web browser. Participation will not pose any risks to par-
ticipants beyond any normal risks associated with playing an online game. There is no
medical research being conducted on the participants. Parents or legal representatives may
ask for their personal information and the uploaded images to be removed. However, they
are informed in the Terms and Policy that third parties may have already downloaded the
pictures at that point.

Once the machine learning model has been trained on sufficient Dream Catchers data, it
will be publicly shared. Result will be shared with the participants via the Human Com-
putation Institute’s blog and the in-game chat. Participants will be acknowledged in pub-
lications related to Dream Catchers.

A.2.2 Example case study 4: AI-bots in Stall Catchers

Stall Catchers is an online CS project developed by the Human Computation Institute and
launched in 2016 in which participants contribute to Alzheimer’s disease research con-
ducted at a biomedical engineering laboratory at Cornell University by analyzing research
data presented in a game format. Participants are presented with short movie sequences
depicting blood vessels in the brains of mice and are asked to decide whether a selected
blood vessel is flowing or stalled. Combining humans and machines to solve this anal-
ysis problem has proven to be very effective for Stall Catchers [134]. This HC approach
had been chosen because mere computational solutions such as with machine learning had
previously proven not to meet the required data quality for research. In 2020 after hav-
ing collected human annotation data in Stall Catchers for around four years, the Human
Computation Institute had enough data to try a new computational approach again. In
cooperation with the Human Computation Institute, DrivenData ran the machine learn-
ing competition, the “Clog Loss Challenge for Alzheimer’s Research” [141]. They invited
participants to build machine learning models to perform the task Stall Catchers partici-
pants perform, namely classifying blood vessels in 3D image stacks as flowing or stalled.
The Stall Catchers crowd answers collected over the last years functioned as ground truth
data for the models. More than 1,300 models were submitted to the challenge [141]. Al-
though the created models do not outperform the human Stall Catchers crowd, they are
very promising and allow to experiment with human-AI collaborations in Stall Catchers to
facilitate the task humans have to perform and to make the analysis even more efficient
and faster.

After the end of the challenge the winning models were made publicly available on
Github [142] and the Human Computation Institute invited the winners and their models
to work together with the institute. Laura Onac, the creator of the model winning the
third place agreed to contribute and to help build an AI-bot based on her machine learning
model. In the so-called bot-study the AI-bot GAIA will be introduced in Stall Catchers to
annotate research data alongside humans [143].

The experiment is designed as follows: This experiment will last 24 hours in total and
will be integrated in a “catchathon”. A “catchathon” is a special Stall Catchers event in
which participants working together in teams try to analyze as many research movies in
Stall Catchers as possible and compete with other player groups. Extra leaderboards will
be set up on which the GAIA bot’s performance will also be displayed (see figure number
A.2.

Participants will be informed about the bot study before the beginning of the catchathon
via the Human Computation Institute’s blog and the in-game chat. The GAIA bot will be
recognizable on the leaderboard through the username “Bot GAIA”. To participate partic-
ipants must first agree to the Terms and Privacy policy of Stall Catchers to register but do
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Figure A.2: final Leaderboards of the catchathon 2021, @Human Computation Institute)

not have to give additional consent to participate in the bot study. By agreeing to the Terms
and Privacy policy, participants consent to the collection and usage of their personal data
and participation data. They can opt out at any time and request to have their personal
information removed but their anonymized participation data will remain stored. After
the bot study and the catchathon participants will be invited to share their experience with
the bot on the Human Computation Institute forum. The results of the bot study will be
published and shared with the participants via the Human Computation Institute blog and
the in-game chat.

A.3 Ethical questions included in prototypes

1. Does your project collect information about individuals participating in your project
(such as name, email address, age, phone number, etc.)?

2. Does the project collect the participant’s geo location?

3. Will the geo location be encrypted/stored anonymously?

4. Does the project collect and store the Date of Birth of users?

5. Is your project a citizen science project?

6. Is the project an online citizen science project?

7. Does the project include pregnant women?

8. Do any communities around the research location have a negative attitude towards
the conduct of research?

9. Will subjects or their representatives provide informed consent to take part in this
research?

10. Will subjects or their representatives sign a written consent form?
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11. Will subjects or their representatives actively accept the consent form (for example by
clicking a checkbox)?

12. Does your project include children?

13. Is parental/legal representative consent required for the children to participate?

14. Will the results of the project be shared with the participants?

15. Will participants be acknowledged in publications for their contributions?

16. Does the project includes a machine learning model?

17. Is the trained model publicly shared?

18. Can participants opt out at any time?

19. Will personal information be deleted if participants decide to opt out?

20. Will you or others post the research on ClinicalTrials.gov?

21. Will you or others submit data from this research to the US Food and Drug Adminis-
tration (FDA) or hold data from this research for inspection by the FDA?

22. Is the research a clinical trial of a device?

23. Does this research involve any form of human gene transfer as described in Section
III-C of the NIH Guidelines?

24. Is the Principal Investigator (PI) a physician?

25. Does the Principal Investigator have a medical license?

A.4 Questionnaire - Validation of CAER

A.4.1 Questionnaire for IRB experts

• Would you feel comfortable to provide the following information: your age, the gen-
der, you identify as, education, profession, IRB experience?

• What do you think about the current ethical review processes?

• In what ways does this current ethical review process and the ethical guidelines apply
to emerging scientific fields such as citizen science and AI-research/HC? In what
ways does it fall short?

• Our motivation to create a new platform for ethical review draws from the experi-
ences we, the Human Computation Institute, made with applying for ethical review
for HC-based citizen science projects. The problem we faced was that many of the
questions asked in the review forms did not apply to our new online games for ex-
ample, in which participants are not mere human subjects but also take over data
analysis tasks etc. just like professional researchers.We realized that IRB was not fit-
ted to citizen science and AI-research like HC and that there didn’t exist common
ethical guidelines for the ethical review of such projects because it is still an emergent
field. In 2020 we ran a workshop on ethics in citizen science in which the need for an-
other ethical review process became even more clear. My master thesis now forms the
beginning of actually building a new ethical review platform that is more collabora-
tive, efficient, equal, and adaptive to the specific fields of the projects to be reviewed.
So, our motivation comes from experiences with IRB for new emergent fields and the
goal is to improve ethical review for new emerging fields, we do not plan to change
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ethical review altogether (though we hope that our approach will inspire others as
well).

• How could the review process be improved to fit the needs, values and risks of
such new emergent research fields including human subjects and/or research par-
ticipants?

• To allow IRB experts to focus on those ethical questions to which there exists no an-
swer in the current guidelines, we would like to outsource the initial review to an
automated smart form that evaluates a project based on question-response pairs gen-
erated by IRB experts and trusted members of the scientific and participant com-
munity. This way, known ethical issues and questions could already be evaluated
automatically before the human expert would have to take a look at the project to-be-
reviewed. It would of course be guaranteed that a human expert would validate the
automatically generated review solution at the end of the process and would address
open questions. Where do you see the potential but maybe also the challenges with
this approach?

• To make the process more efficient for project representatives who seek ethical review
with their project, we plan to implement the automated evaluation system in a way
that front-loads the most important questions, meaning those that most likely lead to
a rejection of the project. The system would also only ask those questions that apply
to the specific field of the research project. For example, it would not ask any details
about the physical location of the study if the project were an online citizen science
game. So, depending on the answers provided, the next question will be posed. This
would not only speed up filling in the questionnaire for the project representative but
would also make sure that all relevant questions and only those have been answered.
Where do you see the potential but maybe also the challenges with this approach?

• In the literature on the current IRB process and the ethical guidelines that form the
basis of ethical review today, it has been criticized by several scholars that these eth-
ical guidelines are not up-to-date because they represent a fixed set of ethical issues
but ethics and morals actually change over the years and have to be adapted to new
technologies and societal changes. Moreover, it is criticized that these ethical guide-
lines have been tailored to the biomedical field which is why they do not respond
to the needs, values, and risks of other scientific fields such as the humanities and,
especially, new emergent fields such as AI-research and citizen science. With our new
collaborative and adaptive ethical review system we want to invite IRB experts along
with trusted members from impacted communities to update existing ethical guide-
lines and to suggest new questions or issues to focus on. These updates would then
be presented to the other IRB experts and trusted members. Only if a broad enough
representation of stakeholders agree with these updates, they will be accepted and
included in the set of ethical issues and questions which also form the basis for the
automated evaluation. With this functionality, the ethical guidelines would be ex-
panded to support ethical review for specific new fields, in our case to HC-based citi-
zen science, but could always be updated whenever experts agree on the need. How
helpful would this functionality be for your work? Where do you see the potential
but maybe also the challenges with this approach?

• What do you think about the role community representatives play today in IRB boards?

• Currently, community representatives are part of IRB boards, however, they do not
necessarily have a lot to say due to power structures and hierarchies in the IRB boards
etc. We think that especially for new emergent fields such as online citizen science and
AI-research it is essential to include trusted representatives of the communities in the
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development and “maintenance” of the ethical guidelines since the values and risks
have not been sufficiently identified and discussed. By allowing trusted community
representatives to suggest changes to existing ethical issues as well as to suggest new
ones and to vote on suggestions by others, we want to make IRB review more fair and
equal and broadly representative of values across stakeholders. What do you think
about this approach? (advantages/potential , disadvantages/risks)

• Would you like to test the following prototypes yourself? a) smart evaluation form
compared to classical form and b) interface to update rules and issues as well as to
suggest new ones. Or would you prefer a walk-through presentation of the proto-
types?

• What do you think about the prototypes? (Ask for both prototypes individually)

• Is there anything else we haven’t discussed so far but which is very important to you?

A.4.2 Questionnaire for test users

Provided background information:
Thank you for participating in the testing process of two proof-of-concept prototypes for
CAER, the new Collaborative and Adaptive Ethical Review Platform.

This research is about ethical review of citizen science and Artificial Intelligence (AI)
research projects.

“Citizen Science” describes science projects that include the public to contribute to re-
search by, for example, collecting or analyzing research data.

Ethical review describes the evaluation and oversight of research studies by ethical re-
view boards. It ensures that research is conducted according to established ethical guide-
lines, regulations, and laws in order to protect the rights and well-being of human subjects
as well as the integrity of the research process.

Motivation: The current ethical review system in the US has some challenges and does
not always fit the needs of new emergent research fields such as citizen science and AI.

Aim: This research suggests a new ethical review platform that improves the process of
ethical review for projects in these new emergent fields.

This introduction intentionally does not provide more information so as not to influ-
ence you before testing the proof-of-concepts.

In total, two proof-of-concept prototypes, each implementing one main feature of the
new CAER system, should be tested. The process should not take more than 1 hour.

A.4.2.1 Questionnaire for prototype 1

• Would you feel comfortable to provide the following information: your age, the gen-
der, you identify as, education, profession, IRB experience? Please read the example
case study I sent you via email.

• Please go to the email I sent you and open the link for the first form [alternating form
1 or form 2]. Please fill in the form with the information provided on the example
case study sheet.
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• What do you think about the usability of the form you just filled in?

• How would you evaluate the procedure with respect to comprehensibility of the nav-
igation on a scale from 1 to 5?

• What did you like about the process and interface?

• What could be improved?

• How would you evaluate the procedure with respect to efficiency of the overall ex-
perience on a scale from 1 to 10?

• Please estimate how many questions were relevant to evaluate the ethics of your
project. (An estimate is sufficient)

• Do you have any other remarks you would like to share about the first form?

• For the second part of the first test, please fill in the following form based on the same
example case study and information as the first one.

• What do you think about the usability of the form you just filled in?

• How would you evaluate the procedure with respect to comprehensibility of the nav-
igation on a scale from 1 to 5?

• What did you like about the process and interface?

• What could be improved?

• How would you evaluate the procedure with respect to efficiency of the overall ex-
perience on a scale from 1 to 10?

• Please estimate how many questions were relevant to evaluate the ethics of your
project. (An estimate is sufficient)

• Do you have any other remarks you would like to share about the second form
and/or about the two forms in comparison to each other?

A.4.2.2 Questionnaire for prototype 2

The forms you just tested are based on so-called ethical issues that are created and main-
tained by ethical review experts and trusted community members. Ethical issues are ques-
tions such as “does your project collect personal information?” and answers may be “yes”,
“no”, or “N/A”. The system to be evaluated is meant to facilitate the process of adapting
and keeping the ethical guidelines and issues up-to-date. This process is difficult in current
approaches used by ethical review boards, which is why ethical guidelines that are cur-
rently applied to review research projects tend to be outdated and often do not fit the field
of a specific research project.
The proposed system uses “rules” to determine whether a given project will be accepted or
rejected, based on answers to the ethical questions. These rules may define, for example,
that question x with answer “yes” combined with question y with answer “no” lead to a
rejection. This rule would be expressed as
(x? → [yes] AND y? → [no] → reject).
It is possible to suggest modifications to these rules and to propose new rules as part of the
overall system. I built a small proof-of-concept user interface to test the process of suggest-
ing new ethical questions and rules. I would like to ask you to try to solve the following
tasks using this new interface. After having completed all 6 tasks you will be asked to an-
swer 9 questions based on your experience.
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Completing the tasks and answering the questions should take around 20 minutes.

The following URL will bring you to the test user interface (Please note: You do not
have to create your own account, see below):
https://airtable.com/appfSw8oMwTMs5XAb/pbd8BHf2hSwi0RmSl
Please use the following information to login:
email: [created for each test user]
password: [created for each test user]

Please try to solve the following tasks with the provided user interface, one after the
other.

1. Suggest a new ethical question that asks if participants get acknowledged in project
related publications. Answer options should include “yes”, “no”, and “N/A”

2. Update the ethical question “Will research subjects provide informed consent to take
part in this research?” so that it includes not only subjects but also their representa-
tives (representatives can also provide informed consent to take part in research).

3. Suggest a new rule where the question “Does the project collect the date of birth of
users?” with the answer “yes” leads to the rejection of the project.

4. Suggest a new rule which combines the following existing rule with an existing ques-
tion:
rule: “(Does the project include a machine learning model? → [Yes])” AND question
“Is the trained model publicly shared?” with answer “no” LEADS TO rejection

5. Update the following rule: “(Does the project include pregnant women? → [Yes]);
leads to rejection” by disabling the existing rule and suggesting a new rule which
states that the question “Is the project an online citizen science project?” with answer
“no” and the question “Does the project include pregnant women?” with answer
“yes” leads to the rejection of the project.

6. Update a rule: The following existing rule contains a mistake because it rejects projects
that should be accepted: “(Is your project a citizen science project? → [Yes] AND Will
the results of the project be shared with the participants? → [Yes] )”. Please correct
this in a way so that a project will be rejected if it is a citizen science project and the
results will not be shared with the participants: ( “(Is your project a citizen science
project? -¿ [Yes] AND Will the results of the project be shared with the participants?
→ [No])”

Finally, please answer 9 questions on your experience with the provided user interface:

• What do you think about the overall usability and understandability of the user in-
terfaces for the tasks you performed?

• How would you evaluate the procedure with respect to comprehensibility of the nav-
igation on a scale from 1 to 5?

• How would you evaluate the procedure in terms of clarity of how and where to per-
form each individual task?

• What did you like about the process and interface?

• What could be improved?

• How would you evaluate the procedure with respect to efficiency of the overall ex-
perience on a scale from 1 to 10?



112 APPENDIX A. APPENDIX

• How comfortable would you feel to suggest new questions or rules in future with
this system?

• How comfortable would you feel to update existing questions and rules in future?

• Do you see any potential modifications to ethical guidelines this system could not
address?
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Informatik in München, pages 47–73. Springer Berlin Heidelberg, Berlin, Heidelberg,
2017. URL: http://link.springer.com/10.1007/978-3-662-54712-0 4.

[35] Brian Koepnick, Jeff Flatten, Tamir Husain, Alex Ford, Daniel-Adriano Silva,
Matthew J. Bick, Aaron Bauer, Gaohua Liu, Yojiro Ishida, Alexander Boykov,
Roger D. Estep, Susan Kleinfelter, Toke Nørgård-Solano, Linda Wei, Foldit Players,
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